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River floods

Studies of current flood risk, without future projections

Dilley et al. (2005) mapped the proportion of national population in areas highly exposed to river floods. Flooding was represented by areas listed as having faced extreme floods between 1985-2003 in the World Atlas of Large Flood Events of the Dartmouth Flood Observatory. The same flood dataset was used by Güneralp et al. (2015) to map potential changes in urban areas in flood-prone regions. As the report of Dilley et al. (2005) states, this gives a general impression of regions affected by floods, but not necessarily actual inundated areas. For this reason, these studies are not included in Table 1.

The Global Assessment Report (GAR) 2015 (UNDRR, 2015a) contains estimates of current flood risk at the global scale using the global flood model developed by Rudari et al. (2015). Risk is expressed in terms of direct damage. Hazard is represented by maps of inundation extent and depth (1km x 1km) derived from a 1D hydraulic model that draws hydraulic cross-sections from a global Digital Elevation Model (DEM) with a horizontal resolution of 90m x 90m. The hydraulic model is forced by estimates of extreme discharge for return periods of 25, 50, 100, 200, 500, and 1000 years. Exposure is represented using a common dataset used throughout GAR2015, which includes exposed assets and population at a horizontal resolution of 5km x 5km (1km x 1km along the coastline only) (De Bono and Chatenoux, 2015). Vulnerability is represented by depth-damage functions designed for the GAR2015 (UNDRR, 2015). The calculations are carried out at a resolution of 30” x 30”, and then integrated across exceedance probabilities to calculate probabilistic risk (protection standards are not accounted for). The study only examines current risk, so no projections or future DRR measures are included.

Ward et al. (2013) published the first global application of the GLOFRIS global flood risk assessment framework. Risk indicators used are affected population, GDP, and agricultural value, as well as urban damage to buildings. In this study, only current risk is examined. The framework was subsequently applied to examine future risk in several papers, as discussed later.

Hazard is represented by maps of inundation extent and depth for several return periods at 30” x 30”. These are modelled using the PCR-GLOBWB-DynRout model (Van Beek et al., 2011) coupled with a volume spreading inundation algorithm (Winsemius et al., 2013). For current climate, the model is forced with daily climate data from the EU-WATCH project (Weedon et al 2011). Current exposure is represented by: population and GDP at 30” x 30” from Van Vuuren et al. (2007); land use from the HYDE database (Klein Goldewijk et al., 2010) (resampled from 5’ x 5’ to 30” x 30”); and agricultural values per cell (30” x 30”), calculated using an adapted version of Dilley et al. (2005). Vulnerability is represented by a depth-damage function showing the average of high and low urban density land class functions in the Damagescanner model (Klijn et al., 2007). The calculations are carried out at a resolution of 30” x 30”; and then integrated across exceedance probabilities to calculate probabilistic risk (protection standards are not accounted for). The study only examines current risk, so no projections or future DRR measures are included.

Projections of change in people affected by change in extreme discharge

The earliest projections of global scale river flood risk use various indicators of extreme discharge at a coarse spatial scale (0.5° x 0.5° to ‘large river basins’) as a proxy for hazard, and population data at the same scale as a proxy for exposure (Kleinen...
and Petschel-Held, 2007; Hirabayashi and Kanae, 2009; Arnell and Lloyd-Hughes, 2014; Arnell and Gosling, 2016). Both hazard and exposure use dynamic projections, and vulnerability and future DRR measures are not included. Risk is expressed in terms of affected population, either per year or for individual return periods. None of these studies assess probabilistic risk, include current protection standards, or include future DRR measures. The first of these studies, by Kleinen and Petschel-Held (2007), uses a simple approach to assess the fraction of world population living in river basins affected by changes in ‘flood probability’ between the 20th century and 2100, whereby flood probability is the probability of monthly basin-scale discharge exceeding different return levels. Risk is the number of people living in each basin for different return periods of monthly discharge. Hazard is represented as the monthly discharge for different return periods (2 to 50 years) at river basin scale. A simple monthly rainfall-runoff model is forced with monthly climate data from the CRU-PIK dataset (0.5° x 0.5°) (Österle et al., 2003) for current climate, and patterns of temperature and precipitation change from three GCMs scaled to the current climate dataset for future climate. Exposure is represented by the population of each large basin aggregated from the Gridded Population of the World v2 (GPWv2) dataset of CIESIN (2000). For each basin, future population is estimated by interpolating the median population projections of IIASA (Lutz et al. 2004). The main finding is that up to 20% of the world’s population is likely to be affected by increased flood events by 2080. Hirabayashi and Kanae (2009) note two major limitations in the study of Kleinen and Petschel-Held (2007): (a) the use of monthly surface runoff and lack of discharge routing; and (b) the use of basin scale for the analysis. Therefore, they use modelled routed daily discharge to assess risk in terms of the population per cell affected by discharge exceeding current 50 and 100 year return levels. The calculations are carried out at 1.0° x 1.0°. For each year, the number of affected people is calculated by summing the population in cells where the maximum discharge of that year exceeds the current 50 or 100 year return levels. Current hazard is represented by gridded maps of 50 and 100 year return period discharge (1.0° x 1.0°). These are simulated using the MATSIRO land surface model (Hirabayashi et al., 2005), forced by daily runoff from the MATSIRO GCM for 1901-2000. Future hazard is represented by gridded maximum discharge per year (1.0° x 1.0°), derived from the same model setup forced by future GCM data for 2000-2100 under the SRES A1B scenario (Nakicenovic et al., 2000). Exposure is represented by gridded decadal population data (1.0° x 1.0°) until 2100. The main findings are that currently 20 to 300 million people per year are affected by floods, and that in the case of 3°C warming, approximately 300 million people could be affected even in years of relatively low flooding.

Arnell and Lloyd-Hughes (2014) assess the number of people living in areas where the frequency of the current (1961-1990) 20-year discharge either doubles or halves by 2050 and 2080. Arnell and Gosling (2016) published a similar study (using different input data to generate hazard) in which they also assess changes in cropland area. In both papers, calculations are carried out at 0.5° x 0.5°. Hazard is represented by maps of 20 year return period discharge (0.5° x 0.5°), generated using the MacPDM.09 model (Gosling and Arnell 2011). For current climate, the model is forced by daily climate data from the CRUTS3.10 dataset (Harris et al. 2013). For future climate, it is forced by: bias-corrected daily climate data from 19 GCMs from the Climate Model Intercomparison Project 5 (CMIP5) (Taylor et al. 2012) for four Representative Concentration Pathways (RCPs) in Arnell and Lloyd-Hughes (2014); and by pattern-scaling output from 21 GCMs from CMIP3 for SRES scenarios
(Meehl et al. 2007) in Arnell and Gosling (2016). Exposure is represented by gridded population data (0.5° x 0.5°) taken from the IMAGE 2.3 model (Van Vuuren et al., 2007); in Arnell and Lloyd-Hughes (2014) future data are from the five Shared Socioeconomic Pathways (SSPs), whilst in Arnell and Gosling (2016) they are taken from the SRES storylines. Both studies project a large number of people exposed to a doubling in flood hazard by 2050: 235-381 million depending on SSP/RCP combination (averaged across GCMs) in Arnell and Lloyd-Hughes (2014), and 323-570 million depending on SRES scenario combination in Arnell and Gosling (2016).

Initial projections based on inundation mapping

Jongman et al. (2012) is the first study to project changes in risk using inundation maps. They assess population, assets, and area exposed to a 100 year return period flood, as well as maximum potential direct damage from a 100 year return period flood. The projections are carried out assuming constant hazard, but dynamic projections of exposure until 2050. As before, vulnerability and future DRR measures are not accounted for, and probabilistic risk is not assessed. The calculations are carried out at a resolution of 30” x 30”. Hazard is represented using the 100 year return period flood extent map of Herold and Mouton (2011), developed for the GAR2009 (UNDRR, 2009) by combining hydrological modelling and historic flood records. Current exposure is represented by population density and land use maps for 2005 from the HYDE database (Klein Goldewijk et al., 2010), resampled from 5’ x 5’ to 30” x 30”. Future population maps are developed by multiplying the current population maps with changes per country from the World Bank’s population projections of Hughes et al. (2010). Future land use is extrapolated from 2005 onwards using the same population projections and projections of changes in relative urbanisation. The main findings are increases by 2050 of: global population exposed (31%); exposed assets (250%); urban area exposed (61%); and maximum damage (200%).

Hirabayashi et al. (2013) use dynamic hazard projections, but static exposure, to assess the number of people exposed to 10 and 100 year return period floods for each year from 1970-2100. Neither vulnerability nor future DRR measures are accounted for. The calculations are carried out at a resolution of 2.5’ x 2.5’. Hazard is represented by maps of inundation extent (2.5’ x 2.5’), derived by downscaling water levels at 0.25° x 0.25° from the CaMa-Flood hydrodynamic model (Yamazaki et al., 2011) onto a high-resolution DEM. CaMa-Flood is forced directly with runoff from 11 GCMs from CMIP5 (Taylor et al., 2012) for RCPs 2.6, 4.5, 6.0, and 8.5. Exposure is represented using the GPWv3 population dataset (CIESI, 2005), resampled to 2.5’ x 2.5’. The main findings are a global increase in the number of exposed people by factors ranging from 4-14 by 2100, with especially large increases in Southeast Asia, Peninsular India, eastern Africa, and the northern half of the Andes.

Probabilistic risk assessments of future risk

None of the aforementioned studies of future flood risk assess probabilistic risk. All of the remaining studies in this subsection use a probabilistic approach in which impacts are calculated for a range of return periods, and then integrated across exceedance probabilities to estimate expected annual impacts. This approach is also used in the aforementioned assessments of current risk by Ward et al. (2013) and UNDRR (2015a). In doing so, the majority of the studies below also attempt to account for the fact that many regions of the world are already protected against flooding by structural measures. To do this, the exceedance probability-impact curve (risk curve) is truncated for return periods lower than an assumed protection standard. These studies
have either assumed uniform protection standards globally or across different income groups, or used modelled protection standards per state from the FLOPROS database (Scussolini et al., 2016).

Alfieri et al. (2017) simulate changes in risk due to climate change only, under three warming scenarios corresponding to 1.5°C, 2°C, and 4°C compared to pre-industrial levels. Exposure and vulnerability are static, and future DRR measures are not accounted for. Risk indicators used are affected population and direct damage. The calculations are carried out at a resolution of 30’’ x 30’’, and integrated across exceedance probabilities to calculate probabilistic risk using protection standards from FLOPROS. Hazard is represented by maps of inundation extent and depth for several return periods at 30’’ x 30’’, modelled using a global version of Lisflood described in Dottori et al. (2016). For current climate, Lisflood is forced with daily climate data from the ERA-Interim reanalysis dataset, with precipitation bias-corrected with the Global Precipitation Climatology Project (GPCP) v2.1 dataset (Huffman et al., 2009). For future climate, Lisflood is forced with seven GCMs downscaled using the EC-EARTH3-HR v3.1 model (Hazeleger et al., 2012) to a resolution of 0.35° x 0.35°. Time slices of 30-years are chosen from RCP8.5 simulations to represent global warming of 1.5°C, 2°C, and 4°C. For exposure, population data are taken from the Global Human Settlement Layer Global Population Grids (Pesaresi et al., 2013; Freire et al., 2015), and land use data are taken from the GlobCover 2009 (Bontemps et al., 2011); both are upscaled to 30’’ x 30’’. Vulnerability is represented by sector and country specific depth-damage functions from Huizenga and De Moel (2016). The main findings are a more than four-fold increase in global risk by 2100 due to climate change alone under the 4°C warming scenario, with countries representing >70% of the global population and GDP projected to face significant increases in flood risk exceeding 500%.

Dottori et al. (2018) carried out a similar study to Alfieri et al. (2017), but with several differences: (a) they also examine fatalities and indirect damage; they use warming scenarios corresponding to 1.5°C, 2°C, and 3°C; they include dynamic exposure projections; and they use a different hazard modelling framework. Vulnerability is static, and future DRR measures are not accounted for. The calculations are carried out at a resolution of 2.5’ x 2.5’, and integrated across exceedance probabilities to calculate probabilistic risk using protection standards from FLOPROS. Hazard is calculated using the same CaMa-flood setup as Hirabayashi et al. (2013), but forced with runoff fields from 10 global hydrological models (GHMs). The GHMs are forced with bias-corrected climate data from CMIP5 (Taylor et al., 2012), using RCP8.5. Current exposure is represented using the same population and land use data as Alfieri et al., (2017). Future population data are taken from Van Vuuren et al. (2017), regridded from original resolution (7.5’ x 7.5’) to 2.5’ x 2.5’. Future spatial exposure of assets is developed by scaling the current land-use maps using macro-regional projections of urban and cropland change of Van Vuuren et al. (2017) for SSP3 and SSP5. For direct damage, the same depth-damage functions are used to represent vulnerability as in Alfieri et al. (2017). Mortality is represented using the ratio of reported fatalities to modelled affected people (mortality ratio), following Jongman et al. (2015) - see below for details. Indirect economic impacts are simulated using the macro-econometric of the global economy (MaGE) model (Fouré et al., 2013). The main findings are global increases in fatalities of 70-83%, 103-134%, and 180%-265%, for 1.5, 2 and 3 °C global warming, respectively, depending on SSP. Global increases in expected annual damage are higher, at 160-240%, 320-520%, and 620-1,000% billion per year respectively, depending on SSP.
Winsemius et al. (2016) and Ward et al. (2017) project future urban damage in 2030 and 2080 using dynamic hazard and exposure, and static vulnerability. Both studies make use of the GLOFRIS framework of Ward et al. (2013). The calculations are carried out at a resolution of 30” x 30”, integrated across exceedance probabilities to probabilistic risk. In Winsemius et al. (2016), current risk is estimated under two assumptions: (a) no flood protection; and (b) flood protection corresponding to a 100 year return period in high income countries and a 5 year return period in other income regions. This is the first global river flood risk study to include future DRR measures; in calculating future risk it is assumed that dikes and levees would be upgraded in the future to maintain their current flood protection standard. Ward et al. (2017) extend the assessment of future DRR measures, by developing a module to explicitly assess the costs and benefits of namely dikes and levees. They use the FLOPROS database to estimate current risk per state, and then explore three ‘adaptation objectives’. In these studies, hazard is represented by maps of inundation extent and depth for several return periods at 30” x 30”. These are modelled using the PCR-GLOBWB-DynRout model (Van Beek et al., 2011) coupled with a volume spreading inundation algorithm (Winsemius et al., 2013). For current climate, the model is forced with daily climate data from EU-WATCH (Weedon et al. 2011). For future climate, it is forced with bias-corrected daily climate data from five GCMs from the ISI-MIP project (Hempel et al., 2013) for RCPs 2.6, 4.5, 6.0, and 8.5. Exposure is represented using the same data as Jongman et al. (2012) at 30” x 30”, but for SSP1-5. Vulnerability is represented by a depth-damage function showing the average of high and low urban density land use functions in the Damagescanner model (Klijn et al., 2007). The main findings of Winsemius et al. (2016) are an average increase in global risk across GCMs by 2080, with the simple assumption of flood protection, by 1400%, 500%, and 2600% respectively. Relative to GDP, these translate to increases in risk of 92%, 28%, and 128%. Ward et al. (2017) show that future risk (in 2080) can be kept constant to current levels (both in terms of absolute values and relative to GDP) through future DRR measures, and map those regions where this could be achieved through structural measures with benefits outweighing costs. Robust areas are found across most of North America, northwestern and central Europe, the Indian Subcontinent, large parts of East and Southeast Asia, and large parts of Australasia. Next to these regions, they show that the benefits of structural measures also outweigh the costs in the Indian Subcontinent, parts of Central Africa, and along the Nile Valley, although in those regions future risk would still increase compared to today.

Willner et al. (2018) also assess protection standards that would be required to keep future risk in 2040 constant compared to the current level, but focusing on the number of affected people. This study only uses dynamic projections of hazard. Exposure is static and vulnerability is not accounted for. The calculations are carried out at a resolution of 0.25° x 0.25°, and integrated across exceedance probabilities to calculate probabilistic risk using protection standards from FLOPROS. Hazard is represented by maps of inundated fraction at 2.5’ x 2.5’, calculated using Cama-Flood (Yamazaki et al., 2011). Daily runoff data from 10 Global Hydrological Models (GHMs) are used as input to Cama-Flood, with each hydrological model being forced with EU-WATCH data for the current period, and bias-corrected climate data for 2035-2044 from 5 GCMs from the ISI-MIP project (Hempel et al., 2013) using RCPs 2.6, 4.5, 6.0, and 8.5. Exposure is represented by gridded population (2.5’ x 2.5’) for 2010 from the GRUMP database (CIESIN, 2016). The main findings are that strongest future DRR efforts are
required for most of the United States, Central Europe, and Northeast and West Africa, as well as large parts of India and Indonesia.

Jongman et al. (2015) is the first global flood risk study to use dynamic projections of hazard, exposure, and vulnerability, and examines changes in expected annual fatalities and (direct) losses between 2010, 2030, and 2080. The calculations are carried out at a resolution of 30” x 30”, and aggregated to expected annual values at global scale by integrating impacts across all exceedance probabilities. Hazard and exposure are represented using the same data as Winsemius et al. (2016) and Ward et al. (2017). Vulnerability is represented using mortality and loss ratios. First, these are calculated for each country and year, deriving a ratio of: (a) reported fatalities to modelled affected people (mortality ratio); and (b) reported losses to modelled affected GDP (loss ratio). These ratios are then averaged across World Bank income groups for 1980-2010. Dynamic vulnerability is incorporated by developing three vulnerability scenarios: ‘no additional adaptation’ scenario, in which static vulnerability ratios are used; (b) ‘medium adaptation’ scenario, in which all countries converge to the current average global vulnerability ratios by 2080; and (c) ‘high adaptation’ scenario, in which all countries converge to the current vulnerability ratios in high-income countries by 2080. For the future time-periods, 300 model simulations were carried out, for a combination of 5 GCMs, 4 RCPs, 5 SSPs, and 3 vulnerability scenarios. The main finding is that future increase in flood risk can largely be contained through vulnerability reduction (note that in this study this includes any measures to reduce flood risk).

Coastal floods

Early simulations of coastal flood risk and adaptation for the IPCC

Hoozemans (1993) is the first to conduct a global scale assessment of coastal flood hazard and risk, responding to needs put forward by the Coastal Zone Management Subgroup (CZMS) of the International Panel on Climate Change (IPCC). This study is the first of its kind to cover both risks of long-term gradual sea level rise as well as extreme events. Risk indicators used include permanent loss of capital, wetlands, rice cultivation areas, and land in general. Extreme sea levels are estimated using empirical approaches relating coastal bathymetry and wind and pressure extremes (derived from wave climate estimates) to expected tide and surge extremes. Combined with coastal elevation zones, these are used to estimate hazard, expressed as the potential inundated land for different probabilities (1, 10, 100, 1000-year return periods). Exposure is represented by estimates of regional population (taken from general sources such as encyclopedias at provincial level), capital, presence of wetlands, and cultivation areas to assess risk. Vulnerability is not included. The calculations are carried out at a country resolution, and integrated across exceedance probabilities to calculate probabilistic risk. In this calculation, a conservative estimate of current protection is included in the form of a design frequency in three return period classes (1-10 years, 10-100 years, 100-1000 years), distributed along the coastline based on the income per capita. Hoozemans (1993) also carried out a first-cut analysis of changes in these risk estimates as a consequence of trends in population based on World Bank and UN numbers, an assumed uniform 1 m sea level rise, and a conservative estimate of subsidence of 1.5 mm per year within delta areas only. Future DRR measures and their costs are calculated by estimating construction costs to raise each coastline’s protection standard from one.
safety category to the next. The main results are that annual average affected people was in the order of 50 million people in 1990, and that this could increase by 50% by 2020 without future DRR measures, and by 100% including population growth. Total costs of future DRR measures are estimated to be US$500 billion, resulting in a decreased risk to over 50 million people per year.

*The development and early uses of the DIVA model*

Hinkel and Klein (2009) recognised a number of shortcomings in the study of Hoozemans (1993), including: low resolution input data; limited set of scenarios; no dynamic feedbacks between biophysics and socio-economics; and a simplistic representation of future DRR measures. To address these issues, the Dynamic Interactive Vulnerability Assessment Tool (DIVA) tool (described extensively by Vafeidis et al. (2008)) was developed. The tool assesses coastal risk and future DRR measures dynamically (5-year time steps) along the global coastline, considering 12,148 coastal segments. These coastal segments are selected and disaggregated from the global coastline on the basis of similarity and where socio-economic activities are concentrated, and therefore have a varying length. In DIVA, population, GDP, and other properties are aggregated to coastline segments, in elevation zones with 1m increments, using various gridded population maps as inputs. Several future DRR measures can be considered in DIVA, including dike building, beach nourishment, tidal nourishment, and wetland nourishment.

Hinkel et al. (2010) use DIVA to model risk for indicators including direct damage, affected people, and affected GDP per DIVA segment. Vulnerability is represented by one depth-damage function for calculating direct damage. Integration from impacts to risk is done by integrating the 1, 10, 100, and 1000-year return period impact estimates. Current (1995) protection standards are estimated using the “demand for safety” approach, essentially relating the amount of expected damage without protection to the actual protection standard. This approach is more elaborately described in Hinkel et al. (2014, see below). For future scenarios, pairs of sea-level rise and socio-economic scenarios are taken from the SRES scenarios. Subsidence is conservatively estimated with a rate of 2 mm per year. Future DRR measures are assessed using two strategies: one in which future risk is kept constant at current levels, and one based on balancing benefits and costs. The main findings are that by 2100, up to 200 million people could be annually affected by floods.

Hallegatte et al. (2013) use DIVA to assess expected annual damage in 2050 in major coastal cities. Impacts are integrated across exceedance probabilities to calculate probabilistic risk using an empirical database of actual protection standards (based on expert judgement) within the 136 largest coastal cities. Future DRR measures, and their costs, are included by focusing on structural measures using the approach of Hallegatte et al. (2011). Future hazard is represented by adding conservative sea level rise numbers of 20 to 40 cm to current sea level, and subsidence by either adding zero (no subsidence) or 40 cm. Future exposure scenarios are taken from Chateau et al. (2011). The main findings are that in these cities current expected annual damage is about US$6 billion per year. Without future DRR measures, this could increase to US$52 billion per year under a socio-economic growth only scenario and to US$1 trillion per year when sea level rise and subsidence are considered. They find that risk can be contained at current levels by implementing future DRR measures that reduce flood probabilities to below current levels, with the benefits of such a strategy far outweighing the costs.
Hinkel et al. (2014) perform an integrated coastal risk assessment, based on DIVA. They use a wide variety of consistent socio-economic and sea-level rise scenarios (Hinkel et al. 2014). Integration to risk, as well as current protection estimation, are done with the same methods as used by Hinkel et al. (2010). Future DRR measures, and their costs, are assessed in terms of allowing dike heightening through time as the demand for safety increases due to sea level rise and socio-economic development. This is the first study to include spatially explicit sea level rise scenarios, using three RCPs. The main result is that by 2100, 0.2-4.6% of the global population will be flooded annually without additional DRR measures, and that expected annual damage will be 0.3-9.3% of global GDP. They show that the costs of future DRR measures are considerable, but are dwarfed by the benefits in terms of decreased risk.

Jongman et al. (2012) apply the same methodology as the one they use for river flooding to assess future scenarios of coastal flood risk due to changes in exposure only. They assess population, assets, and area exposed to a 100 year return period flood, as well as maximum potential direct damage from a 100 year return period flood, all at 30” x 30”. Unlike the previous studies using DIVA, they use gridded inundation maps to represent the hazard, rather than inundation zones over fixed coastline segments of coastal hazard. A hazard map (30” x 30”) for a 100 year return period flood is developed by taking the 100-year return period sea water levels from the DIVA database (Vafeidis et al., 2008), and defining hazard areas as those cells below this water level with the direct connection to the coast using the SRTM DEM (Jarvis et al., 2008). Exposure is assessed for current and future conditions using the same data as previously described for river flooding. Future DRR measures are not accounted for, and probabilistic risk is not assessed. The calculations are carried out at a resolution of 30” x 30”. The main findings are an increase in population exposed of 25% by 2050, an increase in urban area exposed of 60%, and an increase in maximum damage of 182%.

Several recent studies have expanded the DIVA approach. Schuerch et al. (2018) modified DIVA to perform a more comprehensive assessment of coastal wetland responses to climate change globally. This is done by including a wetland model that incorporates feedback between geomorphological and anthropogenic changes. They show that if enough accommodation space is left open, wetlands may gain up to 60% in area by 2100, assuming that sediment supply stays at the present-day levels. With a business as usual scenario (i.e. no further accommodation space) loss of wetland area of between 0 and 30% will occur.

*Early gridded study*

Fang et al (2014) assess current storm surge impacts on coastal populations and economies (GDP) by considering storm surge hazard, exposed elements and natural environmental conditions. Hazard is represented by the potential inundated area of global coastal zones, based on hourly historical water level records from the University of Hawaii Sea Level Center (UHSLC) (Caldwell et al 2015). To make full use of the UHSLC dataset, information diffusion theory is applied to estimate maximum relative sea levels at tide gauges with shorter records (Huang 2012). To reflect the regional differences in hazard intensity, the inverse distance weighted interpolation method is used to extrapolate the storm surge intensity between tidal stations. Exposure is represented by population density from Oak Ridge National Laboratory (ORNL) (Bright et al 2011) and GDP from NOAA (Ghosh et al 2010), both at 1 km x 1 km resolution. Vulnerability is not accounted for, and since the study only examines current risk, no future DRR measures are included. Results show that population risk from storm surge is spatially
heterogeneous, with high-risk areas in the Caribbean, the Bay of Bengal, and East Asia. In terms of affected GDP, highest risk is generally found for developed countries such as the United States, China, and the United Kingdom.

**Improvement in the representation of extreme sea levels**

After about a decade of using the extreme water levels used in the DIVA model, Muis et al. (2016) made a significant improvement in the modelling of extreme sea levels, by developing the Global Tide and Surge Reanalysis (GTSR) database. The reanalysis consists of a continuous time series of tide and surge levels based on a physically-based global coverage Global Tide and Storm surge Model (GTSM). GTSM is constructed with an unstructured mesh, so that higher resolution can be accommodated in shallow regions, whilst lower resolution is used in deep ocean. In this contribution, tides are not yet fully implemented in GTSM, and therefore the time series consists of the superposition of the tide from the Finite Element Solution 2012 (FES2012, Carrère et al., 2012) model Muis et al. (2016) use these extreme water levels, together with a simple planar inundation model, to estimate the number of people exposed to a 100 year return period flood (30” x 30”). Using this approach, hazard is represented in terms of inundation depth at a resolution of 30” x 30”. Exposure is represented using gridded population at 30” x 30” from the GRUMPv1 population map (CIESIN, 2011). Vulnerability and DRR measures are not included in this study. The main result is that 1.3% of the world’s population is exposed to a 100 year return period flood under current conditions. Using the same method, Muis et al. (2017) also compare the population affected by a 100 year return period flood when using the extreme sea levels from GTSR compared to those used in original DIVA studies. They further improved the method by correcting the vertical datum between the sea-level extremes and land elevation. They show that globally the exposed population is about 28% lower when using GTSR extreme sea levels.

Hunter et al. (2017) recently carried out a study on flood risk for the largest largest coastal cities following the approach of Hallegatte et al. (2013). However, they use extreme sea levels derived from tide gauges instead of those used in the original study. They find that the original extreme sea levels are overestimated compared to observations, and that average annual damages are about 30% lower using the observations.

**Recent advances in global scale coastal flood risk assessment**

A study by Beck et al. (2018) estimates the global flood protection savings provided by coral reefs using novel methods to represent the nearshore processes. The combined effects of waves, astronomical tides, storm surge, and mean sea level are taken from numerical hindcast datasets (Losada et al., 2013), while wave propagation over the reef is modelled using 20 km wide coastal segments. The nearshore bathymetry is represented by integrating the shuttle radar topography mission SRTM 30” x 30” data (Farr et al., 2007) and the ETOPO bathymetry (Amanta and Eakins, 2009), and combined it with the SeaWiFS (Sea-Viewing Wide Field-of-View Sensor) bathymetry for coral reefs (Stumpf et al, 1999). Changes in hazard are modelled by combining the sea level return periods with sea-level rise projections for RCP8.5 by 2100. The population exposure is represented by population data from LandScan at 30” x 30” resolution (Bright et al., 2011). Similar to Hallegatte et al., (2013), the GDP exposure is represented by built capital, which is estimated from the population identifying the ratio between built capital per capita and GDP per capita for each country. Vulnerability is represented by 1 depth-damage function taken from Hinkel et al. (2014). They calculate expected annual impacts by integrating results across different exceedance probabilities.
Structural flood defences are not taking into account. They conclude that across reef coastlines (71,000 km), reefs reduce the expected annual damage by US$4 billion. The number of people exposed to flooding per year is reduced by more than 200,000.

**Drought**

Drought is a relative concept that depends on deviations from the historical record for a specific area (Wilhite and Buchanan-Smith, 2005; Pereira et al., 2009; Logar and Van den Bergh, 2013). A net deficit of precipitation caused by climate variability is the starting point of all types of drought. Droughts are generally classified into four categories: meteorological, agricultural, hydrological, and socio-economic (Wilhite and Glantz, 1985). Although the concepts of drought and water scarcity are often used interchangeably, they refer to different phenomena (Pereira et al., 2009; Van Loon and Van Lanen, 2013). In this review, we focus on drought risk studies.

*Indicators and thresholds for drought hazard assessment at the global scale*

More than 150 indices for the identification of drought and water scarcity conditions have been developed over the past decades (e.g. Wilhite and Glanz, 1985; Rijsberman, 2006; Niemeyer, 2008; Schyns et al., 2015). Indicators frequently used for the identification of hazardous drought conditions are the standardised drought indicators (e.g. Standardised Precipitation Index (SPI), Standardised Precipitation Evapotranspiration Index (SPEI), Standardised Soil Moisture Index (SSMI), Standardised Runoff Index (SRI), and Standardised Streamflow Index (SSFI)) and percentile-based drought indicators (e.g. Q_{80}-Q_{90} low-flows and or precipitation conditions). More recently, assimilated drought indicators (e.g. composite drought index, multivariate standardised drought index) have been used to estimate drought hazard from a multi-sectoral perspective (Hao and AghaKouchak, 2013; Waseem et al., 2015), while fresh-water resources related approaches (e.g. the Falkenmark water crowding index, or the Water Scarcity Index) have been applied to present the societal risks from fresh water shortages (during droughts) in a more holistic manner.

Thresholds are usually applied to identify conditions of drought (Cramer and Leadbetter, 1967; Smakhtin, 2001). Thresholds can be absolute or relative, and can be either fixed throughout the year or vary over different seasons or months (e.g. Fleig et al., 2006). Thresholds for drought hazard identification (to separate between drought and no drought conditions) that are often used within drought research are ‘-1’ for standardised drought indicators and/or a ‘15th’ percentile value for the percentile-based indicators, both of them referring to a monthly value that is exceeded ~85% of the time. Additional thresholds, like ‘-1.5’, ‘-2’, or ‘Q90’ and ‘Q95’ serve as indications for moderate to severe to extreme drought conditions. These thresholds are based on pre-established baseline or reference periods, usually a period of 30 year (historical or without climate change conditions) over which the threshold values are determined, and are subsequently superimposed on time-series including climate change conditions. Some studies apply a transient threshold level, i.e. using a rolling-mean baseline reference conditions to calculate the threshold value upon estimating drought conditions under climate change (Wanders and Wada, 2015). Such approaches could be considered to implicitly take future DRR measures into account.

*Global drought risk assessments under current conditions*
 Whilst a multitude of studies exist on the hazard of current and future droughts at the global scale, only a limited number of them combine these with information on potential exposure and/or vulnerability. To date, none of these studies assess drought risk in a probabilistic sense.

Dilley et al. (2005) is one of the first studies to conduct a global scale assessment of drought risk. In this study, risk is expressed in terms of affected people, GDP, and roads and infrastructure. The calculations are carried out at a resolution of 2.5’ x 2.5’. Hazard is represented using the Weighted Anomaly of Standardized Precipitation (WASP), computed at a resolution of 2.5° x 2.5°, whereby a drought event is identified when the magnitude of a monthly precipitation deficit is less than or equal to 50% of its long-term median value for three or more consecutive months. Exposure is represented by gridded population (2.5’ x 2.5’) from the Gridded Population of the World 3 (GPWv3) dataset from CIESIN and GDP per capita at national scale from World Bank, and road density data from the VMAP dataset. Vulnerability is not considered, and since the study only examines current risk, future DRR measures are not included. They find that about 38% of the world’s land area has some level of drought risk, corresponding to about 70% of total population. Christenson et al. (2014) build on this assessment by extending the exposure component to make a distinction between the share of rural and urban populations exposed using GPW, GRUMP and Landscan data at resolutions from 5’ x 5’ to 0.5° x 0.5°.

Yin et al. (2014) calculate drought risk in terms of maize yield at a resolution of 0.5° x 0.5°. Hazard is represented by the cumulative drought severity index, which is the normalised cumulative water stress for maize during the growing season as estimated by the GEPIC-V model over the period 1971-2004 at 0.5° x 0.5°. Exposure is represented at 0.5° x 0.5° by overlaying a 30” x 30” rainfed and irrigated field raster from USGS with maize yield data at 0.5° x 0.5° from FAO for the period 1961-2010. Vulnerability is represented by fitted logistic regressions between historical maize loss estimates and simulations of drought stress. No future scenarios or future DRR measures are included. They find the highest maize drought risk values in South Africa, Chile, Western and Central Europe, Russia and Southeast Asia.

Carrão et al. (2016) assess current drought risk using a drought index that integrates across several factors, at a resolution of 0.5° x 0.5°. Hazard is represented by the WASP, computed at 0.5° x 0.5° grid from monthly GPCC precipitation data for 2000-2014. A drought event is identified when the magnitude of a monthly precipitation deficit is less than or equal to 50% of its long-term median value for three or more consecutive months. Exposure is represented by gridded agricultural areas (5’ x 5’) (Ramankutty et al., 2008), gridded population of the world (GPWv4, 30” x 30”), gridded livestock of the world (3’ x 3’) (Robinson et al., 2014), and baseline water stress (WSI, catchment scale). Vulnerability is represented in the form of economic, social and infrastructural vulnerability. Proxies for these components include a large range of socioeconomic variables at a resolution of 5’ x 5’ to country scale, taken from various sources. Future DRR measures are not included. They highlight the importance of including a vulnerability component in drought risk assessments. In doing so, they show that drought risk is lower for remote regions, and higher for populated areas and regions extensively used for crop production and livestock farming (South-Central Asia, Southeast of South America, Central Europe, and Southeast of US).

*Global drought risk assessments including future projections*
Li et al. (2009) assess the impact of climate change on risk in terms of the reduction of crop yields, by accounting for the occurrence of droughts when they happen throughout the growing season. Hazard is represented by the Palmer Drought Severity Index (PDSI) using the input of 20 climate impact models following 6 SRES scenarios towards 2050 and 2100 conditions at 0.5° x 0.5°, whereby drought is indicated by the number of months during the growing season in a year for which PDSI < -3. Exposure is represented by the normalised average yield of different crops (rice, maize, wheat, and barley) per country. Vulnerability is represented as the proportion of the area equipped for irrigation per country. Future hazard scenarios are used, but exposure and vulnerability are kept constant at current levels. They show that risk for all crops increases towards 2050 and 2100, with about a doubling until 2050.

Guo et al. (2016) apply the methodologies of Li et al. (2009) and Yin et al. (2014) in an assessment of future drought risk at 0.5° x 0.5° resolution. Risk is assessed in terms of the probability of a given loss rate of maize yield. Hazard is represented as the normalised cumulative water stress index during the growing season. This is calculated using daily ISIMIP Fast-Track data on temperature, precipitation, solar radiation, wind speed, and relative humidity at 0.5° x 0.5° for 1971-2099. Exposure is represented by planting area of maize (30” x 30”), and is kept constant. Vulnerability is estimated by fitting a curve between the parameters yield loss rate, normalised cumulative water stress during the growing season, and environmental indicators (elevation, slope, soil indicators, silt content, organic carbon concentration, and soil phd). They find that the expected global yield loss rate for maize is 19.2%, and increases with higher return periods.

Arnell et al. (2013) examine dynamic future scenarios of drought hazard. In this study, risk is expressed in terms of exposed cropland area and change in productivity of wheat and soybean. The calculations are carried out at a resolution of 0.5° x 0.5°. Hazard is represented by the monthly SPI (0.5° x 0.5°), with a 12 month accumulation period using the input of seven CMIP3 climate models. Drought conditions are identified as those periods for which the SPI is below -1, using the historical time-period as a baseline. Exposure is represented by global cropland area at 0.5° x 0.5° (Ramankutty et al., 2008) and kept constant. Areas at risk are defined as those facing a doubling or halving in drought frequency in 2030, 2050, 2080, and 2100, and reported globally and for IPCC regions. Vulnerability and future DRR measures are not included. Results of this assessment show that globally the area under drought risk increases due to climate change. In a follow up study, Arnell et al. (2018) assess future risk at a resolution of 0.5° x 0.5° using several new hazard indicators. Risk is expressed in terms of cropland area exposed to drought and affected population. Hazard is represented by the SRI and SPEI, both at 0.5° x 0.5°, using a critical threshold of -1.5 with historical conditions as a baseline and accumulation periods of 12 and 6 months respectively. For future hazard, data from 21 CMIP5 climate models are used, for scenarios of 1.5° and 2° warming compared to baseline. Exposure of crops is represented for the current period only, using the cropland map (0.5° x 0.5°) of Ramankutty et al. (2008). Exposure of population is represented using a transient population scenario following SSP2 (0.5° x 0.5°). They find that both population affected and cropland area exposed to drought increase with rising global temperatures, with significant variation between regions.

Smirnov et al. (2016) assess drought risk due to changes in hazard and exposure (population). In this study, risk is expressed in terms of affected population. The calculations are carried out at a resolution of 2’ x 2’. Hazard is represented by SPEI (2° x...
2°) with an accumulation period of 24 months and a threshold of -2 to express extreme drought conditions. These data are taken from 16 CMIP5 coupled climate models (Taylor et al., 2011) for RCP4.5 and RCP8.5 scenarios for 20-year time-slices towards 2100. Current exposure is represented using the Landscan 2008 high resolution global population dataset (resampled to 2° x 2°), and future exposure using SRES A2r projections of population growth superimposed on the current population data. Vulnerability and future DRR measures are not included. They find a robust signal of increasing population exposed to drought in all climate models and scenarios, to 85.5 to 472.3 million people per year globally by 2100. They also find that climate change is the dominant driver of increasing risk.

Liu et al. (2018) assess the impact of a 1.5° and 2° warming scenario on global drought risk (at a horizontal resolution of 0.5° x 0.5°), using dynamic hazard and exposure scenarios. Risk is expressed in terms of the number of affected people. Hazard is represented using PDSI with threshold of -3 for severe droughts, using data from 11 CMIP5 climate models (Taylor et al. 2011) (0.5° x 0.5°). Exposure is represented using gridded decadal population estimates (Jones and O’Neill, 2016) following the SSP1 scenario (0.5° x 0.5°). Vulnerability and future DRR measures are not included. They find an increase in the total population exposed to droughts globally due to climate change of +132.5 and +194.5 million under a 1.5° and 2° warming scenario respectively.

Earthquakes

Early studies of earthquake risk hotspots

Several global assessments have used index-based methods based on overlays to assess global earthquake risk, and are not further included in this review (e.g. Davidson and Shah, 1997; Cardona, 2005; Hopkins, 2009; Peduzzi et al., 2009; Cardona and Carreño, 2011). One of the first global earthquake risk models to go beyond this approach is that of Chan et al. (1998), which examines risk via macroeconomic indicators to derive global seismic loss. The risk indicator used is direct damage (0.5° x 0.5°), which is calculated for 10% exceedance probability and probable maximum intensity of the hazard. The model uses records of damaging earthquakes from 1980-1995 in order to build a loss to GDP ratio for zones where the Modified Mercalli intensity scale (MMI) is greater than or equal to six, for 29 past earthquakes. Hazard is represented at a resolution of 0.5° x 0.5°, with maps of MMI for the 10% exceedance probability and the probable maximum intensity. Exposure is represented by GDP at a resolution of 0.5° x 0.5°, derived by multiplying regional GDP (World Bank, 1995) with a population map of CIESIN at a resolution of 5’ x 5’ (Tobler, 1995). Vulnerability is represented by a loss function that expresses an empirical relation between GDP and seismic loss, using social wealth (three classes) and a capital-GDP factor to mimic capital stock. Risk is not assessed probabilistically by integrating across different exceedance probabilities, and no future projections are undertaken. Some early global earthquake risk studies identified hotspots of earthquake risk. Dilley et al. (2005) assess risk in terms of affected population, affected GDP, affected road and rail infrastructure, and fatalities under current conditions (2.5’ x 2.5’). Hazard is represented at a resolution of 2.5’ x 2.5’ using 50 year return period data from the Global Seismic Hazard Program (GSHAP) data combined with a database of actual earthquake events greater than 4.5 on the Richter scale for 1976 to 2002
Vulnerability is assessed to estimate fatalities using a ratio of affected population to reported fatalities from EM-DAT.

Moving towards a fuller representation of risk

Jaiswal and Wald (2010) assess global earthquake risk in terms of affected people and fatalities under current conditions. Calculations are carried out at a resolution of 1km x 1km and aggregated to country level. Hazard is represented by shakemaps of intensity from past events at a resolution of 1km x 1km. Exposure is represented by population from Landscan at the same resolution. Vulnerability is represented by estimating earthquake mortality rates for more than 4,500 worldwide earthquakes since 1973 and using these to develop empirical country and region-specific earthquake vulnerability models. Future DRR measures are not included, but since the fatality rates are derived from empirical data, they do inherently include seismic codes and other measures for the present day. Risk is not assessed probabilistically. They find that different countries have very different fatality ratios for a certain intensity, given building typologies, quality, engineering knowledge, code implementation and how often earthquakes occur in that location. Jaiswal and Wald (2011) extend this method to also assess risk in terms of direct economic damage and affected GDP. The method is essentially the same, but exposure is represented by GDP, whereby the GDP per capita for each hazard intensity is multiplied by the total population exposed. Vulnerability is represented by economic loss ratios, calibrated against losses from past earthquakes. They find a large disparity in losses across the world in terms of economic loss ratios for the same intensities.

Daniell (2014) and Daniell and Wenzel (2014) present a global approach for direct and indirect damage, fatalities, affected people, and affected GDP, at a resolution of 1km x 1km. The analysis is carried out for current conditions. Hazard is represented by the spectral acceleration and/or MMI at each point, which is then rasterised on a 1km x 1km grid for each event. For exposure, population is represented by downscaled population for each point, rasterised to 1km x 1km. For capital stock, the perpetual inventory method (a method for the determination of capital stock via investment in gross fixed capital) combined with much economic data on investment is used in order to derive the capital stock at 1km x 1km. Subnational GDP and capital formation data are used as a proxy for investment in order to further discretise the raster. Vulnerability is represented by regression analysis based on reported events from 1900 onwards in the CATDAT database - an extensive database of over 10,000 damaging earthquake events (Daniell et al., 2011) - in order to derive vulnerability functions for capital stock and fatalities. Risk is not assessed probabilistically, and future scenarios or DRR measures are not included in this study. As the vulnerability functions are trended using seismic code proxies as well as the human development index over time, they could be applied for future scenarios.

Li et al. (2015) describe a global earthquake risk model for direct damage, fatalities, affected people, and affected GDP, at a resolution of 0.5° x 0.5° for mortality and 0.1° x 0.1° for socioeconomic wealth. Risk is assessed for current conditions, and as such future DRR measures are not included. A probabilistic approach is used, in which the impacts are integrated over several exceedance probabilities. Hazard is represented by peak ground acceleration (PGA) at 0.1° x 0.1° with conversion to
macroseismic intensity. The economic exposure is built from investment and GDP from national estimates. Vulnerability for fatalities is represented using the fatality rates for collapse of Jaiswal and Wald (2010). Vulnerability for economic damage is represented by the work of Badal et al. (2005), using intensity based functions. They find that the usual hotspots globally explored through the hazard component show up in their risk outputs.

From the GAR2013 onwards (UNDRR, 2013, 2015a, 2017), earthquake risk in the GAR has been based on stochastic hazard modelling. Risk, in terms of direct damages, is calculated stochastically at a country resolution; and expressed at national scale in terms of Probable Maximum Loss and Annual Average Losses. Hazard is represented by spectral accelerations at a resolution of 5km x 5km, using a stochastic event set of earthquakes around the world. These are calculated using the program CRISIS 2012 and CRISIS 2015. Exposure is represented using a common dataset used throughout the GAR2015, which includes population at a horizontal resolution of 5km x 5km (1km x 1km along the coastline only) and building typologies (5km x 5km), which are then spliced on various sectoral components such as residential, schools, hospitals and other types of capital stock (De Bono and Chatenoux, 2015). Vulnerability functions representing damages for different hazard intensities are derived for each building typology using calibrated analytical functions from various case studies over an 8-year period. The combination of the modelled losses for each building class in each cell of the exposure grid is used to calculate the seismic risk for the cell. An interesting finding is that earthquakes are expected to cause high damages in places where we have not observed large losses historically.

The Global Earthquake Model (GEM) (Silva et al., 2018) has derived a probabilistic risk model using stochastic event sets to produce economic loss estimates for building damage in the residential, commercial and industrial sectors (1km x 1km). The analysis is for current conditions, and as such future DRR measures are not included. Hazard is represented by a full stochastic event set that differs for each country around the world using a full range of spectral acceleration values, with a resolution of 1km x 1km for each event. This is derived from a global analysis via fault and area sources and recurrence relations, including various regional models (SHARE, EMME, SSAHARA, SARA – Giardini et al., 2013; Şeşetyan et al., 2018). The outputs can be derived at any resolution, however the presented resolution is a hexagonal geocell of 0.3° x 0.3°. Exposure is represented for building stock by using the average construction costs of the respective country (US$/m²) in the residential, commercial and industrial building stock, considering the contents, structural and non-structural components. Vulnerability is represented using fragility functions for building typologies from analytical and empirical results of various authors, as detailed within the global vulnerability database (Martins and Silva, 2018). The average annual loss is calculated by combining these components. The model does not consider the effects of tsunamis, liquefaction, landslides, and fires following earthquakes. The OpenQuake engine was used, which is an open-source software for seismic hazard and risk analysis developed by the GEM Foundation.

For their global analysis, the event-based calculator is used. The global model has not yet been released, but those for many countries have been released.
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