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Abstract. This study investigates theffects of horizontal resolution and surface flux formulas on typhoon intensity and

: impacts

: the

Weather Research and Forecasting Model westedeusing grid spacis@f 1, 3, and 6 kmincreased resolution and more

: different

structure simulations through the case studgoper Typhoon Haiyan (2013). Thysets of surface flux formulas in the [

: Bothi

(D A

reasonable surface flux formulas dasthimprove typhoon intensity simulation, but theffectson storm structurediffer. A
combination ofa decreas in momentum transferaefficient andan increag in enthalpy transfer coefficientsas greater
potentialto yield a stronger stormThis positive effect oimore reasonable surface flux formulas can be efficiently enhanced
when the grid spacing is appropriately reducegletul anintense and contracted eyewall structurettAsesolution increases,

the eyewall becomes more upright and congramtard. The size of updraft cores in the eyewall shriaksl the region of [

downdraft increases; both updraft and downdrafohezmore intense. As a result, the enhanced convective cores within the
eyewall are driven by more intense updrafts within a rather small fractithre spatial areaThis contraction ofhe eyewall

is associated with ampperlevel warming process, whighay be partly attributed to air detrained from the intense convective

cores.This resolution dependence of spatial scale of updrafts is related to the model effective resolution as determined by grid

spacing.

1 Introduction

Intensityforecasting of tropical cyclones (TCs) remains a major challenge to numerical weather prediction. Numerous small

scale processes are involved in TC development, most of which are parameterized in numerical weather models. Therefore,

the accuracy of physiteepresentations in numerical models is crucial to TC intensity prediction (e.g., Ba®6éda). By
contrast, several studies have shown that increésiigrizontal resolution has a positive effect on TC intensity and structure
simulation (e.g., Dés et al, 2008; Fierro et al.2009; Nolan et al.2009; Gentry and Lackman8010; Kanada and Wada
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2016). Of thesemosthave recognized that sufficiently high resolution is responsible for development of deep and inten{ : the majority

eyewall updraft ad thus a more organized infeore structure of TCs (Fierro et,a@009; Nolan et al.2009; Gentry and
Lackmann 2010; Gopalakrishnan et a2011; Kanada and Wad2016). However, even with a very high model resolution,
physical processes remain a smupf uncertainty in numerical weather prediction of TC intensity (e.g., Fierrg 20@;
Gentry and Lackmann2010). For instance, the predictions of TC intensity and structure are sensitive to the model
representation of physical processes involytametary boundary layer evolutions (Braun and, P&00; Hill and Lackmann

2009; Bao et al2012; Nolan et al2009; Kanada et al2012; Coronel et 312016) and surface exchange fluxes (Braun and
Taqg 2000; Davis et a].2008; Hill and Lackmann2009; Bao et al.2012; Nolan et al.2009; Chen et g12010; Green and
Zhang 2013; Zhao et al2017)

Gopalakrishnan et al. (2011) noted that at higher resobjtimrger moisture fluxes (resulting from strong convergémdtlee :s

boundary layer) can lead to stronger storms. Kanada et al. (2012) indicated that large heat and water vap@ssansérs [ .8
)

for producingintense TCgreattributableto the large vertical eddy diffusivities in lower boundary layers. Nolan et al. (2009 : very

studied the sensitivity of TC inneore structures to planetary boundary layer (PBL) parameterizations. They found tha{ b [f gilh an upright and contracted eyewall struofuan be
attrioute

. L U

improvement of the representation of surface flureassociation with these PBL schemes could improve their respective

simulatiors of the TC boundary layer structure; however, discrepancies between the PBL schemes remained. By conducting 2

km resolution experiments, Coronel et al. (2016) found thatdoflace drag and vertical mixing in the boundary layer were [ : the

capable of substantially changing léewvel wind structures. The authors further revealed that the mechanistedyingthe [ : behind

two effectsdiffered Braun and Tao (2000) studied the sensitivity of TC intensity to PBL schemes and surface ﬂu[ : were different

representations using a set dfm resolution experiments. They concluded that representation of surface heat fluxies was
most determinative factor in TC intensity simulation. Bao et al. (2012) indicated that different PBL schemes lead tedifferen
in the structure of simulated TC, whereas ttle@rsurfacedrag coefficient controls the relationship between the maximum

wind speed and minimum central pressure.

The aiil sea surface flux exchanges of moist enthglpyo(ghsurface latent heat and sensible heat fluxes) acts as the primary{ : via

energy source, whereas the surface momentum flux (the surface drag) is theT<inétedfelopmentThe potential intensity [ : the

for a steadystate (or mature) tropical cyclone has long begrothesized to be proportional to the ratio of surface bulk transfer
coefficients for enthalpy and momentutn, 76 (Emanuel 1986, 1995).The importance of surface flux formulas to TC
intensity and structure simulations has also been recognized byousstudies (e.g., Braun and Tao 2000; Davis £@08;

Hill and Lackmann2009; Bao et a].2012; Nolan et al.2009;Chen et al.2010; Green and Zhang013). In recent years,
observational estimates of surface fluxes revealed that the momentsfertieoefficient exhibits a steady increase to wind

speed of approximately 40 i but then levels off for higher wind speeds (e.g., Powell et al., 2003; Jarosz2@0aL.

French et a).2007). Forextremely high wind speeds (e.qg., exceedsd 50 ), observational estimates for the momentum [ : the

transfer coefficient are rather scattered (Bell et2812; Richter et gl2016). Bothnearsurfacewind speed and surface sea [ : near surface

state are the contributing factors in the formulation of Inaksfer coefficient for surface fluxes (e.g., Geernaert g1 287;
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Smith, 1988; Fairall et a)2003; Zweers et g2010). Some studies have introdugédd wave information into the momentum [

: the

flux parameterization (e.g., Fairall et,&003; Zwees et al, 2010; Zhao et al2017). Zweerst al. (2010) shown that their

segspraydependent surface drag coefficient is in good agreement with observational estimates reported by Powell et al. (2{

: spray

and leads to improvement in TC intensity farsts. However, theyemains coniglerableuncertainty in the estimates of these [

: is still a large degree of

parameters. For example, Green and Zhang (2013) performed the intensity simulation for Hurricane Katrire (200&)
wind-dependent fluxes exchange coefficients and all their experiments overestimated the stwity.iffthey attributed this
to the lack of ocean cooling effect in their atmosptasome model simulations. Zhao et al. (2017) considered three physical

processes, namely breaking wamduced sea spray, noreakinginduced vertical mixing, and rainfathduced sea surface

cooling, using a fully coupled atmosphieveeari wave model to improve the tropical cyclone intensity simulafimmpared

:Asc

: the

with the observations, their simulations produced a comparable intensiBuf@r Typhoon Haiyan (2013put severely [
overestimated the intensity of another weaker typhoon. It appears that there is still a lack of a sufscarfieterization [

i es

e Ju U

appropriate for the full spectrum of TC intensity. There is also need to have further study of thelatisrship between
surface fluxes and other model configuration, including cloud microphysics as well as grid spacing. For éxamiéet of

grid spacing on surface flux parameterization regarding TC structure and intensity simulation has not yet been explored

In this paper, we investigate th&fecs of model horizontal resolution and surface flux formulas on TC streietiad intensity [

: impacts

simulations. We intend to study the sensitivity of TC intensity simulations to surfag@dtameterizations when model [

. es

resolution approaches the convective scale. The sensitivity experiments are performed on Super Typhoon Haiyatin (2013)
various resolutions and surface flux formulas. Typhoon Haiyan, the strongest TC in 2013, was a catqgalént super

typhoon on the SaffilSimpson hurricane wind scale. Because of its minimum central pressure of 895 hPa, Haiyan became the
strorgest TC at landfall to date in the western North Pacific Ocean (Schier2@l&; Lander et §12014). Lin et al. (2014)
suggested that Haiyandés intensity can be considered fAa |
Saffiri Simpson wind scale. Such super typhoons are expected to increase both in number and intensity under climate change
(e.g., Bender et al2010; SchiermeieR010; Kanada et al2012; Lin et al.2014), which brings even more challenges to TC

e

agueo

higher

t han

t

h e

prediction Super Typhoon Haiyan (2013) moved wastthwestward over the warm ocean gadchedts central pressure [

: The

of 895 hPa several hours before it made its first landfall. The nonrecurved track tendency allows us to focus on the intel{

: reaches

simulation. Section 2 describes the experimental setup, including the description of the surface flux formulas and experiment
designs. Sections 3 and 4 present the results in terms of temporal evolution aridedgliwstructure, respectively. Section

5 provides statistical and energy spectral analyses, followed by conclusions in Section 6.

2 Flux parameterization and experimental designs

In this study, the Weather Research and Forecasting (&V/RFR¢ Advanced Research WRF modeling systeension 3.8.1;

hereafter, WRFARW), was used (Skamarock et,&008). In all simulations, all physics options other than the surface flux
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options (described below) were identical, including the WRF simgiment threelass microphysics scheme (Hong kf a
2004), updated KairFritsch scheme (Kain and Fritsct990; Kain 2004) with a moistur@dvectionbased trigger function

(Ma and Tan2009), Rapid Radiation Transfer Model for Global Circulation Models (RRTMG) shortwave and longwave
schemes (lacono et., 2008), Yonsei University boundary layer scheme (Hong e@06) used with the revisdidth -

generation Pennsylvania State Univeiiditgtional Center for Atmospheric Research Mesoscale Mdd®5() similarity

surface layer scheme (¥nez et al.2012), and the unified Noah land surface model (Tewari,e2G04) over landin WRF,
the bulk transfer coefficients as well as all surface fluxes (momentum, sensible heat, and latent heat) are parameeterized in
surface layer schema.brief descriptim of the surface flux parameterization in WRF is provided in Appehdox reference.

2.1 Flux parameterization in WRFE-ARW

The behaviors of bulk transfer coefficients are strongly dependent on the momengsecalan¢heat and moisture) roughness [ : lor

lengths [cf. Bs (A7), (A8), and A9)]. Over the ocearroughness length depends the varying surface sea statdichis [ :,to a large degree

considerablyascribed bywind waves (e.g., Geernaert et gl.1987; Smith 1988; Fairall et al., 2003). Under high wind
conditions, wave breaking and wind tearing the breaking wave ghastatesea foam and sea sprakierebyleading to

significant regime change in the surface sea stdtieh in turnaffects the spedication of the roughness length (e.g., Powell [ : effect

et al, 2003; Donelan et gl2004; Zweers et al2010).For the surface layer physics ouge ocean, WRFARW provides

alternative formulationserodynamic roughness lengthf the surfacemomentum and scaldields for tropical storm

application, which can be set through the namelist variable isftcflx. There are three isftcflx options avagiéRRERARW. [ : the version 3.8.1 of
Herg we study the resolution dependence of all three. Each flux optiefeised to by its corresponding number (0, 1, and [ sin

2) in the WRF namelist file.

Subsequentlywe describe the three sets of formulas of roughness lengths for momentum, sensible heat, and latent hea( : Below

have been implemented in the revised MM5 schem&RF~ARW, Forglarity, we calculated the bulk transfer coefficients [ : version 3.8.1

and the momentum scaling parameter (friction velocity) with respect to the three sets of implemented roughness Ier[  the sake of
formulas in the case of neutral stabilapd a reference height of 10 m, using a set of pseudo wind speeds. Under neutral

condition, the stability parameterEJ CX Toand U G 70 are zerdct. Egs (A7), (A8), and A9)]; thereforeall terms [

that invohing, stability function can be dropped. The results are depicted in Figs. 1 and 2. [ s ed

2.1.1Momentum and moisture roughness length for flux option FO

For the default flux option (FO), the moment umiscousttgnhness | ength is given as
following Smith (1988):

. 2 8

a | = —, @

Ch
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where| is the Charnock coefficignand U the kinematic viscosity of dry airfor which a constant value of [

)

P tis
PR pm a i is used. The Charnockds expression relates th—Eﬂ—E—r—o—u—y—n—a—rrn—c—v—U—u—g—n—n—E—SJ:

describing the gross effect wiavy sea surfacevhich is generated and supported by wind stress; the viscous term describes

roughness behavior under smooth flow condition. The use of this roughness length formula yields a monotonic increase in the

momentum transfer coefficient, as wedl roughness length, with wind speed excgg@oximateuﬁ.ol’ i (Fig. 1; black [ L=

thick solid curve)A constant value df T8t p UisWwsed for FO.

The moisture roughness length is adapted from COARE 3.0 (Fairall 20@8)andexpressed as a function of the roughness [

Reynolds number, with an additiardower limit of (8T P TU usel in this option:

G doost pnhQpst pnhvd pm'y. &, 7))

where'Y; (1 0.70 is the roughness Reynolds num_@ll‘),the kinematic viscosity of dry air argl function of air

tis

temperature for th&; calculation. The temperature roughness leytlis setto equal todl . The upper limit op8t  p Tt ”
ol

Kkeeps the scalar roughness length invariangsfremelywind speeds (belowpproxir’rately4.0i i ), whereas the lower s acts to

moisture transfiecoefficient increasgmonotonically with wind speed (Fig. 1; gray thin solid and black dashed cupees). ./

this option, the formulas of roughness lengths are different from that used by Green and Zhang (2013), where the viscous 'S

(
(
(
(
[ : very low
(
(
(
(

O L

for @ was given as a constant valugd#® W P TT ,d is set equal t@l , andd is set to a somewhat different functional  Note that f
form of @ ando..
2.1.2Momentum and moisture roughness length for flux option F1
For the flux option 1 (F1)he momentunmoughness length is expressed as a blend of two roughness length formulas (Green
and Zhang2013):
O aoBx pmIQGa p 4 aRu pm (33)
., 8
(’g( a 'QéphT ) (3b)
¢ mipH PR WP, @39
, 8
q 8 , T .hg (3d)
where the first roughness lengthformudeY i s again the Charnockds (1955) expression plus a constant

with | 8T p.@s suggested by Smith (1988). The second formiulhié the expnential expression from Davis et al
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(2008) plus a viscous term, here a constant kinematic visdosityp® p TT & { is used. The two roughness length

formulas are combinegising a weight functionc:( ), with a lower and upper limit o:'g( of p& X p T @ and [ : by

C& L p TT &, respectively. The lower and upper limits@nare adapted from Davis et al (2008), with a slighifferent

value of the lower limit. The upper limit used here acts to prevent atordoancrease in the momentum roughness leagth [

well as the momentum transfer coefficient, under high wind conditions. The resulting curves present an increase with wind

speed below 33D i Jutexhibit a levelingoff behavior starting atie wind speed of 330 i (Fig. 1, red thick solid [ ., whereas
curves). The wind speed of 830 s extremelyclose to the lower limit of maximum wind speed for a typhoon. The use [ - very

of thisc'_x formula results in apparently smaller momentum roughness lendtlransfer coefficient at all wind speeds than

that in FO.This levetoffin O with wind speed suggests a decline in the efficiency of the exchange of momentum across the

airi sea interfacécf. Eq. (Al)]. Considering thathe drag effect acts as a momentum sink in the surface layer, it is expected

that an atmospheric simulation using €heformula of F1 shall retain a larger portion of the total amount of-sedace

momentum at all wind speeds than that using the FO fornamd suche difference in the transfer efficiengyecome [  will
increasinglysignificant with higher wind speeds because of the levalifipehavior seen in F1 [ : more and more

Flsetd @ P Tt @ for all wind speeds. Large and Pond (1982) suggestestant values foil and® under

different conditions of stability, ranging frop Tt & (stable) top TT G (unstable). The constant valoé p Tt & used

here corresponds roughly to the unstable condition in Large and Pond (1982). While using amtisealiar roughness length,

the hegindmoisture transfer coefficientan still vary with wind speed (Fig. 1; pink thin solid and red dashed curves) becaus{

o

of the dragdependent effedtf. Egs. (A7), (A8) and A9)]. Consequentlythe heat and moisture transfer coefficients are also [

: As aresult

beginning to levebff at the wind speed of 33l0 |

2.1.3Momentum and moisture roughness length for flux option F2

For the flux option 2 (F2the momentum roughness lengtlthie same as that for F1. The temperature and moisture roughness
lengths are expressed based on the formula proposed by Brutsaert (1975):

a aQonl x&%. 07 v, @

a aQonl x®Y Y v, ®)

where'Y; is the roughness Reynolds numikis the von Karman constatt and”Y are the Prandtl and Schmidt numbers
and 7.3 and 5 are experimental consga(Brutsaert 1975b). As in FO, a temperatuiepended) is also used forY;
calculation. The values dif, 0 , and"Y are set to @0, 0.71, and 0.60, respectively, as suggested by Brutsaert (1979). This

set of formulas relates the heaidmoisture roughness length to a scalingloby exponential expression, where the exponent
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contains information about theearsurface flow regime as characterized by the roughness Reynolds number andaRcandtl
Schmidt numbers. The resultin’}g and(fx is practically an exponential decay(?bf with wind speed (Fig. 1; green thin solid
and geen dashed curve§)he scalar roughness lengths in FO and F2 both decrease with wind speed, and their decreasing rates

as well as magnitudes are similar at higher wind speeds. However, their resulting scalar transfer coefficients are apparently
different Unlike the monotonic increasing behavior found in FO, for F2 the heat and moisture transfer coefficiersts show

upward trend with wind speedelow 3300 { andthen start decreasing at this wind sp&adh a discrepancy between

F2 and FQesultsfrom the dragdependent effect in the scalar transfer coefficients [cS. &), (A8) and A9)].

2.2 Comparison between modele@nd observationalbulk transfer coefficients

Figure 2presentghe bulk transfer coefficients and friction velocity obtained from existing observational estimates as four[ : shows

(7]

in the literaturgA brief descriptionof these observational estimategrovided in AppendiB. Overall, the behavior of) [

in F1 and F2 as a function of wind speed is more consistent with recent observations than that in FO (Fig. 2 a). Umder the lo
to moderatevind conditions, all the flux options generally predict similar behaviors as observed in the observationakestimate

and their values are within the observed data range. For the higher wind conditions, F1, as well as F2, predifftia Bvel

values with wind speed such that it is significantly differ from FO starting htd3 . Considering the large discrepsy as

well as the large spread of data found in the observational estimates that beyond the wind M&%I’ i, [ L=

the levelingoff behavior of® values in F1 (and thus F2) is more reasonable than the monotonic inci@asiatyesin FO

(Fig. 2a). This is also supported by the comparison of the variations in friction vekigityh. [ : as shown in
In Fig. 2 ¢, we plotted all observational estimates of scalar transfer coeffidients ( andé ) on the availability in the [ s up
literature that we referred to for this stughable B1). Visually, we see an upward trend between the data samples from[ : as listed in
Geernaert et al. (1987) and French et al. (2@@m)no significant trend between French et al. (2007) and the rest of two with [ : and
higher wind conditions (Bell et aR012 Richter et al.2016). However, Geernaert et al. (1985ported that their data were [ : have
mostly collected under stable conditiogudies have revealed a stability dependenc@ ofon which values ob under [ : Previous s
stable conditions are lower th@nose under unstable conditions (Large and Poh@82 Smith, 1988). Accordindy, the [ - up
applicability of the increases th andé with wind speed remains elusiyeompare with FO, both F1 and F2 give relatively [ : that
reasonable pattern 6f andd , with F2 fitting the observational estimatpstterthan F1 does. % :S :
In the context of the levelingff behavior ofd at high wind speeghs well as the absence of a monotonic increase iand [ - well
6 with wind speed, both F1 and F2 provide moeasonable formulas for parameterizing the surface fluxes than FO [
Furthermore, F1 predicts largér and6 at all wind speeds than F2 does, implying that&tldgain larger enthalpy fluxes. [ : does —
Because the formula df (and husé ) is identical in F1 and F@hile their respective formulas fér anda are different E :;Se::temlamy =
and because the behaviors of transfer coefficients in FO are quite distinct from those in F1 and F2, ye ¥iée thgo to [

[ . ratio of

o U A JC L L L L JLL L L L)
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comparebetween the three flux options. By assuming thatd x 6 here, we plothe ratiosd 76 and6 76 in Fig. 2d. [ : as a metric for a comparison ]

All the flux options present a decrease in the ratio with wind speed, except that for F1 an upward trend-afig&tein

are found undegxtremely low-wind and high-wind conditions, respectively. Thé 76 derived from the available [ : very ]

observational estimatggsrealso imposed for reference. We noted that for moderate to high wind speeds, the v&l#és of [ : were ]

are all below the lower limit, namely 0.75, for mature hurricanes as suggested by Emanuel (1995). Even for Fletleé ratio [ : leveloff ]

offs at a value of 0.7. Relatively small valuetffd , compared with the lower limit of 0.75, is indeed notommon and [ : as ]

has been reported by numergisdies based on observational measurements (e.g., Drennar2@dalZhang et al.2008 [ : previous ]

Bell et al. 2012) and numerical simulations (e.g., Hill and Lackn2009 Green and Zhan@013). Nonethelessye still can

qualitatively relate the tropical cyclone intensity to the ratié of6 . Accordingly, F1 is expected to haveshighest potential

to achieve the most intense st@moncthe three options becatis@asthe highest values @ 76 almost at all wind speeds. [ : between ]

FO has the lowest values 6f 76 owing to its largest values & , thereby having the lowest potential to produce

comparable storm intensity F1. [ : asin ]

2.3 Experimental designs

Table 1summajesthe experiments designed for this study. There were three resolution groups, with horizontal grid spaci[ : gives a ]

of 1, 3, and 6 km. All three isftcflx surface flux options were testethese threeesolutiongroupg We considered 3kmFO ) [ -y ]

as the control experiment. All experiments used a single domain and 45 vertical levels. The model domain covered a c,r£ : °f_ %
: using

region bounded by 0°NL9.62°N latitudes and 117.88fE47.12°E longitudes (Fig. 3; red box). The experiment proeedur
: s of 3 ands km. Only FO and F1 were tested in thirt

included a nudging and a sensitivity stage. For the nudging stage, the grid nudging (Staufer and158djniamplemented groupé The CPU time increased more tharfall from 3 km to 1
i . . . i i . . The CPU time increased more thanfal from 3 km to 1 km.
in WRF was applied to each resolution group using the default flux option (FO). The numerical solutions were nudging tow| Because the simulation result of F2 is somewhat between those

. . . . . . . and F1 for other resolutions, we omitted the F2 testkah 1
the grilded reanalysifor 24 h starting at 0000UTC 4 November 2013 (Fig. 3; tan datshhis study, the analysis nudging resolutioné

: The CPU time increased more thanf@ll from 3 km to 1
km. Because the simulation result of F2 is somewhat between tt
of FO and F1 for other resolutions, we omitted the F2 teskat 1
resolution.

was applied to the horizontal wind components, potential temperature, and watenwapgrratio. The nudging coefficients

for all variables were set at 0.0003. Nudging was only applied at all levels above Bl to allow forthe development of

mesoscale processes near the surface. The National Cemté&nsvimnmental Prediction Global Forecast SystémsS) [
operational global analysis dataset was used to provide the initial and boundary canHiteo@s-Sglobal analysihas a [
horizontal resolution of 0% andit is also usegs data for thgrid nudging. The model sea surface temperatures (SSTs) were[

: every 6 hours at all levels above the PBL

: This nudging setting enables

)

s as well

taken from the RT&ST data set (Gemmill et 22007), with daily time resolution; there was no ocean feedback in this study.

The SSTs varied during the nudging stage up until 0000 UTC 5 Nove&2@h8 and thereafter remained fixed throughout the
sensitivity simulation such that the differences in underlying SSTs between the flux options became negligible. Consequently,
sensitivity of typhoon intensity and structure to the flux options (thusuttiace flux formulas) can be determined to a large

extent. All the sensitivity experiments started at 0000 UTC 5 November 2013 and ended at 0600 UTC 8 November 2013 (Fig.
3; red dots). All results are from within the 78 h that the experiments ran

TyphoonHaiyan formed in the western North Pacific on 3 November 2013 and underwent a rapid intensification a few days
later. Haiyan reached peak intensity of 895 hPa before it made a cataclysmic landfall near Guiuan, Eastern Samar, Philippines

8
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on 8 November 2018t about 0440 PHT (UTC + 8). The storm then crossed the Philippines, migratetovibstestward
and made its final landfall in Vietnam. Our simulation
peak intensity and landfall. Wedos on the mature stage of Haiyan before its landfall near Guiuan, Eastern Samar

3 Temporal evolutions of track and intensity

All simulations show a similavestnorthwestward movement toward land and appropriately follow the observed best track,
but with slower translation speeds (Fig. 4a). The typhoon landfall at Samar isldelkyed between 3 andibin these
sensitivity simulations. Because of the delayedtifall, we compare the evolution of the typhoon related to its longitudinal
position (Fig. 4b). In general, the simulations continue to intensify and reach their peak right after 1800 UTC 7 November
2013 and before landfall. We refer to the timespan, 860 UTC 7 November 2013 to 0000 UTC 8 November 2013, as the
mature stage of the simulated typhoon. For each resolution group, F1 is the most intense in terms of minimum central pressure

period

for

t

he

sensiti

whereas the intensity of F2 is somewhat between that of FO and,bfi€Intensity is sensitive to model resolution. Overall,

: The intensity is not very sensitive to the resolutions of 3
6 km, but it significantly increases as grid spacing is reduced to

the intensity increases as the resolution is changed fron3 &nm but it significantly increases as grid spacing is reduced to

1 km. The experiment 3kmF1 yields an intensity level comparable with that of 1kmF0, demonstrating the benefit of using a
more reasonable flux option in improving intensity simulati@ncordingly, the combination of decreasin momentum
transfer coefficienfgenerally tends to reduce the energy lasg) increas inenthalpy transfer coefficien{thus more energy
gain)has greater potential tdeld stronger stormFinally, a higher resoltion is more conducive to the intensification due to
change in flux formulas

The comparison between the simulated maximum winds theatlyphoon center and the beasack wind information is
somewhat complicated owing to the wind speed avergmgngd (Kueh2012; Knapp et al2013). We use the International

Best Track Archive for Climate Stewardship (IBTrACS) dataset for comparison, which compilésblstformation from

various agencies worldwide (Knapp et 2D10). The bestrack information in Figs. 3 and 4a is taken from the WMO subset

of the IBTrACS (IBTrTACSWMO, v03r09). The WMO best track for Haiyan is taken from the-trask data provided by the

Japan Meteorological Agency, which relies on a wind pressure relationship (WPR}freexximum wind is given in terms

of 10 min sustained winds (Koba et,d991). However, simulated maximum winds near typhoon center were derived from
WRF hourly output instantaneous maximurmi®ind speeds at the beginning of each hour. Figure 4emsethe scatterplot

of maximum wind speed versus minimum central pressure. The discrepancy found between the simulations atrd¢ke best
data may be partially due to different wind speed averaging periods. The WM@do&stvind pressure distribution
appropriately follows the operational WPR, namely the reference curve Koba. We use a factor of 0.88, which is used
operationally at the Joint Typhoon Warning Center (JTWC), to convert teiléd s ust ained wind in
equivalentl min sustainedvind. The modified Koba curve Koba_1min now agrees with the operational WPR used at the
JTWC. The JTWC s sustdnBd windseAtkindon and Hollida}977; Knaff and Zehr2007). In practice,

operational PWRs were derived statistically to biest $et of observed parameters (pressures and winds) by using the gradient

9

Kobads

WP R

t

(0]

an



10

15

20

25

30

wind approximation as a fundamental guide. In the context of statistical regression and use of observed parameters, other
information, such as the vortex size, ambient conditiand ,geographical location, would be incorporated into these reference

curves (Knaff and Zeh2007),The operational WPR mapmewhabe considered the best fit to the actual ragsd relation [ : To a certain degree, t
of TCs. The winds and pressures of Haijem the JTWC bedtack data have been plotted upon Fig.adal the distribution
well agreeswith the JTWC operational WRRve thereby omitted them from the plot then. All our simulated wind pressure [ : agree

distributions present similar slopes as the two reference curvesiofdveraged winds, indicating that these simulations are [

valid for further investigation of the typhoon sttures

Bao et al (2012)eported that the simulat&fPR would be controlled by the formulation of drag coefficient. From a set of [ . have

simulations for North Atlantic TCs between 2008 and 2011, Green and Zhang (2013) fountieteattdi formulas affect ( » wind pressure relationship

wind pressure distribution (see Fig. 9 in Green and Zh2@@3). We found insufficient evidence supporting any apparent
slope change in wind pressure distributions of different flux options. This discrepancy may be pariatiyttie use of the
square of maximum 16 wind speed in their wind pressure distribution plot. By comparing the respective linear regression

curves between all experiments, we did find that both the differences in flux options and resolution reghttchasige in

the slopedatanot shown) However, no distinct dependence of the slopes on the choice of flux option and resolution cou[ : figures

be identifiedIn our study, the differences in wind pressure distribution between these sensitivity simulations are demonstrated
by their magnitudes. For each resolution group, F1 is the most intense in terms of both minimum central pressures and

maximum winds, wheredgeintensity of F2 is somewhat between that of FO and F1. A comparison of resolution groups used

in FO reveals a significant increase in intensity at higher resolutions during the mature stage (where }iees stbigher [ sis at

strength), with 1kmFO receing larger increments. The set of experiments using F1 presents a similar pattern, with the larger

increments in 1kmF1 being much more marked

In brief, jncreased resolution and more reasonable flux parameterization (e.g., F1 in this cédssh aaprove typhoon [ : both

intensity simulation to a certain extent. Howewsufficiently high resolution is more conducive to the benefit from improved

flux formulas. The implication i8-fold. First, the use of reasonable flux formulas to impriotensity simulation is perhaps [ : two
more efficient than usingnaextremelyhigh resolution when computational resources are limited. Second, higher mode[ : very

resolution is conducive to improving surface flux representation in strong typhoon intensity sinsuldtie mechanisms
underlying these two issues are notable. We address the issue of higher model resolution and its effect to surface flux

representation in the following sections

4 Storm structure at the mature stage

The sensitivity of simulated typhodntensity to various resolutions and flux options is also associated with changes in the
simulated typhoon structure. To isolate differences between simulations of different grid spacing, the hourly outputs on the
WRF native grid were transformed to tbgindrical (polarheight) coordinate system centered at the simulated typhoon at
each time point. To avoid spatial sampling issues in the comparison of mass and wind fields, all model outputs were
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transformed to an identical resolution setting. We us8dkm horizontal resolution and an uneven vertical resolution with
smaller spacing in the boundary layer for the cylindrical transformafipecifically, the cylindrical coordinate used in this

study has an azimuthal resolution &f 2 radial reseition of 3 km, and annevenvertical resolution within the radius and [

. degree

height of 900 km and 18 km, respectively. All the data to be analyzed are interpolated from theatiosiebordinate to the
cylindrical coordinate using bilinear interpolation. Thenal and meridional components of horizontal wind fields are
transformed to tangential and radial wind components ubiigstandard formulas. The (heigimvariant) typhoon center is
defined as minimum central pressure using the surface pressuraifieldiso examined the geometric center for the local

minimum pressure and found that the distances between the center at grid point and geometric center are less that the half of

the grid spacing, for the simulation period after 2&dlid at 0000 UTC 6 Neember 2013) The magnitudeof the vertical

tilt of the center (in term of the WRF output perturbation pressure field) are alsq,abwilt the size of one grid badx this [

study, radial variations of model fields were all derived from these transformed subsets
Figure 5 shows the horizontal distributions of wind speed at hi@ight, total rainfall, and surface enthalpy fluxes for FO with

3 km resolution after theytindrical transformation. The wind speed distribution shows a ring of higher wind speed (egceed [

approximately#2i i ), with wider regions of high wind speed over the right side (northern semicircle) of the track, with a[

partial ring of the maximurwind speed (~50 i ), open to the west, at the range of radii % km. A region of intense
rainfall is located on the lefear side of the track. Regions of larger amount of surface fluxes are located nearby the local

maximum wind spee] however, they are not necessarily-looated. This is because tearsurface enthalpyertical

gradient, other than wind spegisojnfluencesflux calculation. The discrepancies in the horizontal distributions of surface

tis

fields between different resolution groups are more significant thasebetween flux optiongFig. 6) The 1km resolution

an

: tial componentn

: that

groupyields a significant eyewall (in term of these surface fields) contragtionpared with the other two groups. Thien3 [
reslution group exhibits a relatively larger eye region, less contracted radius of the maximum wind apee€ll as total %

ras

(D W

rainfall and surface flies The 6km resolutiongroup does not present well-defined eyewall structure in tegof these

surface fields. Therefore, the increaseesolution from 6 to &m yields a better representation of the concentric pattern of

the nearsurface fields related to the typhoon centiergeneral, lte use of different flux options result in thghancemeraf [

: erhanced

these surface fielgand thus the intensity in termof the minimum central pressure and maximum wind speed, in the order[

F1>F2> FO. (

: of

We have examined these surface fields over the period fromU2G07 November to 000QTC 8 Novemberand found
similar features as in Fi@, indicating that this period can be seen as the mature stage of the simulated t@eoalh, the
horizontal distributions of the wind speed atriitheight and total rainfall reveal a region of highénd speed on the right

(northern) side of the track, and a region of intense rainfall to the left side refar side of the track. This resatjreeswith [

. consists

the study of Shimada et al. (2018) for Haiyan Typhoon. Baséldesadar reflectivityneasuredeveral hourbefore the first
landfall of Haiyan, they found thaheregion of the larger maximum wind speed was located on the right side of the track, and

the region of stronger retrieved rainfall was locatedhedownsheateft side. Durimg their analysis periogapproximately [

: about

2.5 h immediatel y falgthe8s0R00HRaveytinahwind shéar was nenirtheastefly at abodti i
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Therefore, the downshekeft side is approximately the lefear side of thérack. They found a slight southward vertical tilt

(approximately km from 1 to 7&m altitude) of the center of Haiyan, almost the same as the direction of the vertical tilt. We{ : about
also found similar vertical wind shearafproximately5i i  at a direction of northeasterly, as well as a small vertical tilt [ : about
(about 1 grid box) of the storm center, during thehleriod starting at 12200UTC 7 November 20f&tanot shown). [ : figures

Accordingly, our simulations are in reasonable agreementaigbrvations of Haiyan studied by Shimada et al. (2018)
The next step is to examine the azimuthal averafjthe radius distribution for surface fields as well as the vertical structure

of thesimulatedtyphoon. For the radius distributions sholaterin Figs. 7, 8, 10, and 11, the track lines oveyrandndow [ : -hour

(the two segments centered at that particular hour, as shown in Fig. 5) were used to identify the semicircles on both sides.

Becausesmall deflection of the track tendeneygenerallyfound in the 3h window, the areas of the right (northern) and left [ : are

(southern) semicircles are not necessarily the same.

Figure 7 provides Hovmoller diagrams of therhOvinds, total rainfall rate, and surface enthalpy (latent and sensible heat)
fluxes for3kmF0. Most noteworthy is the asymmetric structure found in the wind and rainfall fields. The stronger winds over
the right (northern) side occurred in association with a larger rainfall rate over the left (southern) side of the tyghoon ce

throughouthe integration period. The asymmetric structure can also be found in the surface latent heat flux, whereas it is less

evident in the surface sensible heat flux. Similar asymmetric patterns are found in all other simylatimst shown). [ : figures

Figure 8 illustrates the composite of radial distributionghefselected surface fields for the mature stage, namely between

1800 UTC 7 November 2013 and 0000 UTC 8 November 2013, for the sensitivity experimentsbfiRd 2, The pattans [ i1

of F2 experiments are generally somewhat in between those of FO and F1, with their wind fields (enthalpy fluxes) patterns

following those of F1 (FO) more closely. This is expected because F1 and F2 use identical momentum transfervamlfficient[

FO andF2 possess similar behavior of the enthalpy transfer coefficients is tértheir magnitudes and wind dependent

variationsr J : We thereby omitted this subset of experiments in this pl}

as well as in the rest of this article, for brevity

We begin with tle composite of &m resolution (Fig. 8b). During the mature stage, the radial patterns of mean sea lever
pressure (SLP) and 10 winds reveal the typical structure of a tropical cyclone. The difference between the radii of maximum
10 m winds (RMWs) of8kmFO0 and 3kmF1 is insignificant. The tangential wind components dominate theviitd fields.

In both experiments, the radii of the maximum radial wind component are slightly larger than those of their respective
tangential winds. In the context of azithal averages, the radial distributions of surface enthalpy fluxes are fundamentally
constrained by the 1€n wind speed intensity. The aforementioned asymmetric pattern is again evident in the rainfall
distribution and even in the wind fields. The 3kmFDperiment yields a deeper storm central pressure and stronger wind
speeds and enthalpy fluxes that the 3kmFO0 experiment @besskmF2experiment produces similaatternsas the 3kmFO

experiment doesThe majority of these increments occur around the alfdim terms of the maximum winds). Increasing the
grid spacing to 6 km yields a composite radial structure highly similar to Kme Group,thusindicating the relationship

among these neaurface fields (Fig. 8c). The major difference between thepgr¢® and 3 km) is the size of the inner core

al
with respect tasheeyewall radius (measured in RMWSs) ghéd sharpness of peaks in the reanface fieldsThisis consisenj e
with the aforementioned horizontal distributions of these surface §éloan in Fig. 6. As grid spacing decreases, RMWs [ : ;ng

)
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decrease and the peak sharpness in winds and enthalpyj

: increases

in peak sharpness are found in tHerLresolution groughan inthe other groups (Fig. 8a). The SLPs, wind fields, and enthalpy [ : as compared with

fluxes in the km group have narrow but sharp peaksngwith larger peak values compared with the other resolution groups. [

The asymmetric pattern of the wind fields isdesvident but still can be seen. The 1kmF1 experiment yields a much stronger
storm than the 1kmFO experiment. The asymmetry of the rainfall pattern, however, decreases by using F1. At this point,
whether the reduction of grid spacing or the use of malkstie flux formulas leads to a more symmetric (and thus more
intense) tropical cyclone remains unclear

In brief, both the increased resolution and more reasonable flux formulas enhance storm strength. Storm size (in terms of
RMWs) isapparently sensitive to the changes in grid spacing but less sensitive to the choice of flux options. A reduction of
storm size with smaller grid spacing has been noted by numerous studies (e.g., Da2@8;akierro et al2009; Gentry

and Lackmann2010; Kanada and Wag2016). As the strength of a storm increases, the eyewall contracts, indicating a higher
efficiency of storm intensification with smaller grid spacing. In our work, the effect of different flux formulas on Typhoon
Haiyan simulationis revealed by the changes in storm central pressure and the intensity of maximum winds and enthalpy
fluxes around the eyewall. This implies that the underlying mechanisms (i.e., surface flux exchange processes) ofwarious flu
options account for stormtensity, whereas the reduction of grid spacing leads to more intense storm structures providing
more conducive conditions for enhancing a positive flux effect.

Figure 9 shows the statistics for data points collected within a circle of radius 100 km during a sampling period of 7 h. From
the percentages of binned wind speeds, the major pattern of the differences in fluxisp&wealed by a rightward shift of

the cuwes in the order of FO, F2, and F1. For each resolution group, a reduction of the higher percentages of moderate to high
wind speeds and the emergence of higher wind speeds are observed aingamp#2/F1 with FO. This feature is more
evident in the ditributions of 1 and Bm resolution groups, in particular for the pattern shift of F1. This is to say, experiments

with F1 can produce extremely high wind spekceedsipproximatelyg5i i ) as the resolution increase tér8 as well [ D~

as 1km. For the 6km resolution, less grid points (< 5%) with wind speedmiroximate\65i i are found even with flux [ i~

option F1. This can also explain the comparable maximum wind speeds found inéRkpefiments witt8 km and 6km

resolution(cf. Fig. 3c).The comparable storm interisi in term of minimum central pressure, found ik and 6km [ : herefore t

resolutiors (cf. Fig. 3b)areindeedin association witllifferentnearsurface wind speed distributig¢also see Fig. 6Jn 3km
as well as km resolution, more extended and organiaeshsof extremely high wind speeds are found. Whereas fan6
resolution, broader areas of high wind speeds with small amount of extremely high wind speed patches arefpimdous

andyses indicate thahe typhoon intensity is mainly controlled by the model resolufidre neaisurface wind speed is an

influential factor for the calculation dfulk transfer coefficientd€Considering théow frequency ofoccurrencefor extremdéy

high wind speesl thepositive effect of the more reasonable surface optidhd&mot be enhanced efficientlith a relatively

large grid speing of 6 km

: detail

: increase

canonly be resolved aghe model resolutiogncreaseso up to 3km or higherThis is consisenjwith the findings of Davis et -

Altogether, the wind speed statistics presented here suggest thafietatedstructures over the full wind speed spectrum %

.S

)
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al. (2008) and Gentry and Lackmann (2010) that a resolution of apptekirBakm or higher i

[ : needed

improvement of intensity simulation of intense hurricanes (the Hurricane Katrina, in theiMd@be)lower resolution, &km
in our casewe speculatéhat the momentum energy is diluted over the nearby grid points such that limited magnitude (higher,
but not extreme) of wind speeds would become evenly distributed over a broad€harétea is specifically inspired by the

studies of Bryan et al. (B3) and Miyamoto et al. (2013)Vefurther discussion of the energy distributiafithese simulations [ : have

in thenext section
The behaviors od 76 showthatthe patterns almost strictly follow their respective curves as predicted by the calcolation

L are

Js approximately 1012 % of the magnitude of their respective binned averages. However, the resulting latemd lseasible : are

heat fluxes present much larger spread of datthe wind speed bins. For lower wind speeds (and thusesmmadan values s up

of fluxes), the range of dataggpproximately90 % (150%) of the magnitude of the binned mean. For higexinpemely high : about

wind speeds (and thus large mean values of fluxhs)range of data jsomes close tor less tha 50 % (90 %) of the

: becoming near

magnitude of binned meaA.further inspection ofhe data revealthat the spread in binned dg#sesfrom the discrepancy t

in stability conditions near the ocean surface. This is expected as refefiggstod2) and A3). For moderate to high wind

: We further examined the binned samples and confirme

C

tis

1 ing

the structure ofearsurface moistir enthalpy is also important for typhoon development. Furthermore, F1 can produce th o

L e A JL L L UL

largest latent and sensible heat fluxes between the three flux optiotise aradjnitude of the inteoption differences increases

asthe resolution increases. This is obviously because of the larger percentage of extremely high wind speeds that F1 can

achieve Althoughthe extremely high wind speeds comprise a small percentage of the eyewadticincof a mature cyclone [ : In short,

theyhave a crucial role in enhancing surface fluxes that supply enthalpy to the eyewall. [ : but

As theresolution increases, the vertical distribution of tangential winds reveals a significant increase in the vertical extent of
stronger wind speed, a reduction of the outward slope of the maximum wind axis, ardabntsaction of the eyewall (Fig.

10). With the change from FO to F1, tangential wind speeds increase, with an outward and upward expansion of the region of
strongewind speed. No apparent changes are noted in the vertical slope and radius of the eyewall owing to the change in flux
options. Both the composite inflow and outflow weakerhasesolution increases but enhance as the flux option changes

fromFOto F1. dret he maxi mum value of infl""dw (LkuntFfOl dow)t ii55in238..36 ((11A484..

1kmF1. Moreover, the maximum cores of tangential winds descend and the depth of inflow decréasessatution

increasesOverall, the patterns of Fare somewhat between those of FO andifraddition, we can see that thpperlevel

radial inflows are evident ithe 1 km resolutiongroup The upperlevel radial inflows are apparently weakertire 3 km
resolutiongroupand are hardly found in thel@n resolutiongroup Theupperlevel radial inflow above the upper outflow

layer is related to the developmenugiperlevel warming in the eye; this will be addressed later in Fig 12.

The contraction ofhe eyewall with reduction of grid spacing is also revealed by a more upright eyewall updraft (Filyell).

start with the major eyewall updrafts and downdrafts as denoted by red and blue contours, respectively, inTkég. 11.
reduction of grid spacing alsesults in stronger updrafts and downdrafts, where the enhanced eyewall downdrafts may be a

14
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cause of the decrease in the depth of inflohe convectiosoutside of the eyewall (weaker upward velocity denotethby
pink hatched area) are apparent in tikenlresolutiongroup, For this resolution groygheoutside convection in F1 is stronger

than that in FO. The outside convection is a result of the azimuthally averaged of the outer rainther®ikin resolution
group the outside conveons are weaker, but still apparently shown. No outside convection can be clearbuéstafrom
the eyewall in the &m resolutiongroup As the resolution decreases, the model may not be able to reistdveseupdraft

of weaker updrafinstead Wefurther discuss this ithenext sectionStronger inflow and outflow as well as broader eyewall

: for which this ]

: Thisis to say, a

: therefore resulting in

updraft are found at theln resolution, suggesting that secondary circulation is stronger at lower reslstioiar to the
finding of Fierro et al. (2009We further examingtthe horizontal flow patternsearbythe altitudes of the upper outflow layer,

both on model native grids and cylindrical grids, and corddthat tre upperlevel flow patterns in the Bm resolutiongroup
are more radially outward than the rotational componenthAsesolution increaseshe upperlevel flow patter

more rotationglandthe radially outward component is suppres8gcause of such discrepancy in tipperlevel flow pattern,

the azimuthally averaged upper outflo@upperlevel radial winds) in the Bm resolutiorgroupare the strongest between the

resolution groups.

: shall

: also found a stronger secondary circulation at lower
resolutioré

: is becoming

(
(
(
(
(
{
(
(

o e ) L UL

The time evolution of the core temperature is represented by the temperature anomaly with respect to a reference mean

resolution groups is the development of tipperlevel warming layer within the eye. For thérh resolutiorgroup there are

apparent upper level warming layer appears abpypeoximatelyl0 km within a deeprarming column in the ey&he upper

level warming layes occurearlier inthe experiments F1 and FRig. 12 a,d.g)Thewarminglayer in experiment 1kmFik

(

: between ]

the most intense amoradj the othersThe timings of the upper layer warming are associated with their respaupeeevel

radial inflows. Theupperlevel warming layer has long been recognized by observational studieblévgins and Imbembo
1976) and numerical simulations (e.g., Zhang and 2&t®2, Chen and Zhang013, Wang and Wang014). In recent years,
the formation of theipperlevel warming layer has been related to the rapid intensification of tropical cy&anezZhang
and Chen2012, Chen and Zhang013, Wang and Wang014). Thisuppetrlevel warning layer, under hydrostatic balance
andconsideringhe enhanced effect due to thgperlevel dryer and thinner conditior$ air, can produce much greagdfect

onthesurface pressure falls than the loverel warming (e.g., Zhang and Ch@012). Regarding the formation as well as
the maintenance of thpperlevel warming layer, Zhang and Chen (2012) emphasized theteditn from the high potential

: starting at about 0600 UTC and 0000 UTC on 7 Novemt
respectively for experimestvith FO and F1

)
)
}

(
(
{
(

(

[

temperature air detrained from the lower stratosphere, whereas Chen and Zhang (2013) introduced the contribution from the

air detrained from the convective bursts (anomalous intense updrafts) in the eyewall. Both stedied the importance of
the upperlevel radial inflow on the warm air detrainment onto the eye region. Wang and Wang (@0d#gdthat inan
environment with decreasing vertical wind shear, air detrained from the lower stratosphere as well as domvetttere
burstscouldresult from the development of convective bursts withirirther-core region.

From experiment FO to F1, thpperlevel warming layer enhances significantly (Fig. 12 a\though toth FO and F1 with

1 km resolution can produgextremely intense updraft coee the experiment F1 provideslarger energyource(through

15
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. (Fig. 12a,d) )
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surface enthalpy fluxes) to the simulated typhgamexperiment F@loes Therefore, the significantly enhancegperlevel [ : that

warminglayerfound intheexperimentLkmF1 could result from the warm detrainment from the intense updnadty be seen
as convective burst) in the eyewdlhe pattern oftheexperiment F2 is again somewhat betwtese of FO and FA similar

development ofhe upperlevel warming layer can also be foundlire 3 km resolutiongroup but apparently weaker than that
in the 1km group However, the development appetlevel radial inflow appears to precede the main warming for nearly
24i 36 h. This may beartly attributed to the weaker contractiontbé eyewall in 3km resolutiongroup The weakeupper

level radial inflow is perhapanothereason for this inconsisten the time evolution. The Bm resolutiongroupdoesnot [ ‘e
present comparable development of thpperlevel warminglayeras inthe3 km group again indicahg,that a resolution of [ ;. This result
6 km is inadequate tresolve thaletails of structure ahdevelopment of atrongtyphoon as Haiya(2013) [ s es

When the resolution increases, more intense convectionceorderesolved,leading to rapid pressure decreasar the

typhoonand pressure gradient increas¢he areaThis change in theressure field is presuaily due to the enhanced diabatic

heating near the typhoon eyewall. The larger pressure gradient force would reduce the RMW according to the gradient wind

balance equation. TheducedRMW would then accomparan area of diabatic héng closer to the typhoon center.i¥h

contraction ofthe eyewall kees decreasing the central pressure of the typhoon, yielding positive feedback for typhoon

developmentThe enhancement of tise processess mainly relatedto the model grid spacing Nearsurface wind speed

affects the calculation of bulk transfer coefficienfhe positive effect of the more reasonable surface optibnognot be

enhanced efficientlunlessanextremelylarge wind speei generatedhroughthe reduction of grid spacing

5 Statistical and energy spectral analyses

Several studies have reported that the reduction of grid spacing yielded deeper, stronger, and more upright and contracted

eyewall (e.g., Fierro et aR009; Gentry and Lackman@010; Kanada and Wa@d2016). Wealsodemonstrated that the size [ . have

of updraft cores in the eyewall shrank and the region of downdraft insrasi$es resolution is increased. Furthermore, both [ . d

updraft and downdraft becomeone intense with the reduction of grid spacing. These features have also been recognized in
many studies (e.g., Fierro et,&009; Gentry and Lackman2010; Gopalakrishnan et aR011; Kanada et al2012). In

addition Jarge vertical transport of heat and moisture can result in stronger storms given that the model resolution is Sufﬁcie( : some studies have indicated that
high (e.g., Gopalakrishnan et,&011; Kanada et al2012)
Weusedcontoured frequency by altitude diagraf@$ADs; Yuter and Houze 995) to examine the variability of convective [ : utilized

cores over the region shown in Fig. 3 (the blue bdx)e CFADs is a statistical method for summarizing the vertical

distributions of meterologicalfields. A CFAD is constructed by Becting frequency distributions of a particular variable at

evenly spaced altitudes within an area, compiling them ibialimensional (data bin and altitude) data set, and portraying

the data on aingle contour plotThe ordinatén the plot represes the altitudevariation and the abscissa tfreguencybin.

For each altitude on a CFAD, the frequencies should add up té1@r a given CFAD, each point depicts the frequency

of occurrence of the data in that bin at a specific altitAdeordingly, he CFADs ignore horizontal variabiligndprovide a
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bulk statistical measure for comparing the vertical structure of evolving fields of cumulonimbus clouds or any convective

systemsHere, we take Fig. 13a as an examflr.this CFAD, therare higher percentages (e.g., bounded b%2€und in

the higher reflectivity bins at lower altitudes and found in the lower reflectivity bins at higher altitudes. The forimeicede

convective cells or precipitationshereaghe latter can indida snow or stratiform precipitatioherefore, onsider a set of

CFADs for an evolving cumulonimbus clouds, say from the initiatiotihéanature stage, the maximum percentage at each

altitude would change from vertically oriented to negatively tilted atwlower reflectivity values. More detailed

interpretations of the use of CFADs can be founthéwork byYuter and Houze (1995).

CFADs of simulated reflectivity were conducted separately for updrafts and downdrafts (Figs. 13 and 14). In general, the
CFADs of reflectivity derived from both updrafts and downdrafts present similar patterns. In these plots, a region bounded by
a specific value, say 2, signifies that 806 of the sampled data points are within this region. Taking the region bounded by
the value of 2% as a reference, these plots reveal that approximatéty 80the sampled data points in all the simulations
present an increase in reflectivity with height above approximately 4 km; at heights lower than 4 km, reflectivity desonstrat
little change. Similar patterns can be found in studies of CFADs of reflectivity for strong TCs in numerical simulatioms (Fier

et al, 2009) and for Florida cumulonimbi revealed by observational radar data (Yuter and He®Zp Most noteworthy

about on CFADs of reflectivity for both updrafts and downdrafts is the shrinking region bounded by contou¥echse
resolution increases. This indicates that at higher resofiitiea range of reflectivity magnitudes presents a relatively broader

distribuion, which implies a increase@ccurrence of higher reflectivity. A descending of the core region of higher frequencies[ : higher

(as bounded by contour of 28) is found in the CFADs ahe downdraft compared with those of the updraftcording b [ : Following

the findings of Yuter and Houze (1995), this implies that the larger reflectivity at lower levels may be associatieel with

downdraft and thus can be interpreted as heavy precipitation, whereas higher refleigtiviiyoximatelydi 5 km is mostly [ : around

associated with updraft anthus may be seen as a convective cell. However, interpretations are different for reflectivity
associated with updraft and downdraft here.

We further conducted CFADs of vertical motions to address this issue (Fig. 15). Most vertical velocities, carried by
appoximately 95% of the data points as indicated by the region within t#ecbntour, are apparently less than 5' firsall
simulations. Similar pattern of CFADs of vertical velocity, revealing that most common values of vertical velocity are
substantidy low, can be found in numerical simulations for TCs (Fierro eR@D9; Gentry and Lackman2010; Wang and

Wang 2014) and observational data for cumulonimbi (Yuter and H&98&). Furthermore, the region of upward motion is

larger than that of downavd motion in general. A similar asymmetry of the distributions of upward and downward motion

wagevident in simulationg previous studies (Fierro et a22009; Gentry and Lackmang010; Wang and Wan@014). In [ : also

Fig. 15 the most significant diérences in the CFADs of vertical velocity are revealed by the lower frequencies, namely th[ : by

values of 1% and 0.1%. Asthe resolution increases here, both upward and downward motion present an expansion of the

distribution of the frequency of %. Howeve, the extents of the changes in upward and downward nsatiitin resolution

are differeng/n all simulations, the changes time downward motion witranincreased resolution are more significant than

thosejn theupward motion. Therefore, the region (occurrenceéhetiownward motion increases g resolution increases. [ of

)
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The results also indicate the presence of less downdradtwénresolution sirlations (i.e., 3 and 6 km), and the degradation
of available data points can result in large biases in the CFADs of reflectivity in associatiémadilvndraft.

Finally, the 1km simulationgoroducestronge,updrafts and downdraffsanthe 3 and &m simulations. Therefore, the higher [

. for both FO and F1

reflectivity (indicated by the 0.% contour) in km simulations may be associated with much more intense updrafts comparec{

: the

with those inthe 6km simulations. Tis is consistent with the discrepancy between the secondary circulations of differen(

o st

: compared with

)

resolutions in the previous section, whela®simulations presentedlativelywider and weaker updrafts among the different
resolutions. As previously mentioned, thEADs of reflectivity in the &m simulations presented a relatively concentrated
range of reflectivity magnitudes compared with thierl simulations, implying that the convective cells associated with the

eyewalls may be broader in spatial scale. Thi®igiomed by an examination of horizontal distributions of the reflectivity of

the 6km resolution of simulationglatanot shown).This can be interpreted as follows. As the resolution is insufficient to [

: figures

resolve the typical cumulonimbus size (~10 km), a number of convective cells (e.g., cumulonimbus clouds) would be

interpreted as a broader and perhaps stronger convective plumeuaseljsy Bryan et al. (2003) and Miyamoto et al. (2013).

in

Bryan et al. (2003) attributed this broagenvective plume to thgiffusion due tgsubgridscalgorocessedn short, the intense

: and stronger

reflectivity (convective) coof the 1km simulations are driven by extreme updrafts occurring within a rather small fraction

: dilution

: the

: mixing

much broader spatidistribution

of the CFADO6s comput atkmeimaationsdacerdivenrby reldtieely eenler updnaéis spread over a%

Jn _genera| this resolution dependence of the spatial scale of updrafts may be attributed to the model effective resolut

: To alarge degree

) U L UL

namely the minimum scale resolved by the discretized model, as discussed by Skamarock (2004}ingywbere the

simulated energy slope drops below the expected slope, Skamarock (2004) found that the effective resolution of the WRF

model ata grid spacing of #22 km is generally nearly-fold of the model grid spacing (DY9ndthus ndicated that only [

: . Skamarock (2004)

information at scales greater thamproximately? DX in energy spectgepresenta physical solution for the WRF model. To [

: around

examine the effective model resolution in our experimemésadopted the algorithm of spectral computation introduced by [

: represent

Denis et al. (2002) fahecalculation of kinetic energy (KE) spectra. Denis et &0@) introduced a twdimensional discrete

: here

(D A

cosine transform to convette limited domain of gridpoint atmospheric fields into spectral space. In this study, the spectral
decompositions of velocities (u, v, and w) were first computed for each hourly mdgat and for each height level, and the

KE spectra were then calculated from these velocity spectra. Finally, the KE spectra were averaged over selected periods and
layers for Fig. 16Because the results different flux options are similar, dnthe experiments with FO and F1 were plotted

on Fig. 16.In all simulations, for the KE spectra derived from the horizontal velocity components, we find a model effective

resolution ofapproximately7 DX where the values of KE spectra drop significantly,iradicated by Skamarock (2004). [

: about

: compared with

drops at wavelengths of approximately7@X. Our vertical velocity spectra shanpattern (i.e., the slopesiat issomewhat

different from that of Bryan et al. (2003) with respect to the absence of peak values around the respective model effective

1, namely

: very

m. With theirgxtremelyhigh resolutions, more intense convections could be resqQiVeg.indicated that a model resolution [

: However Bryan et al. (2003) have

)
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of 1 km remains insufficient faxplicitly resolving convective clouds. Here, we speculate that insufficient intense convection
cores in our simulations may result in the absence of peak values around the respective model effective resolutions
Finally, the slope of the physical portiaf the spectra (for the horizontal and vertical componeagpectively) remains
essentially unchanged as the model resolution is varied. In general, the higher the resolution, the further is theeldemtscale
the smaller are the scales represerdad the smaller are model effective resolutions reached. The aforementioned descriptions
remain true for all flux options and averaging layers in our work. The key point is that the effective resolution is efetermin
by grid spacing, not the flux option8vVe noted some subtle differences between the FO and F1 experiments at smaller

wavelengths at nearly 2 DX in the KE spectra, but in only a few hours of the entire simulation/pestuat; although the [ : Therefore
use of moraeasonable flux formulas can increase simulated storm intensity to some extent, the positive effect of the f( : we suggest that

formulas cannot be efficiently enhanced unless the grid spacing is appropriately reduced to yield intense and contedcted eyew

structure, [

6 Conclusiors

This study investigated theffecs of resolution and surface flux formulas on typhoon intensity and structure simulations[ : impacts

through the case study Stiper Typhoon Haiyan (2013)heeffect could be separated between horizontal resolution and air : the

sea flux parameterization through the irnere structure and spectral analyses. Specifically, we found signiificacrieased - In this study, the

sensitivity of TC intensity simulations to surfaffex parameterizations when model resolution apprqéthe convective : fluxes

scale (~ km). ‘S

and more reasonable flux parameterization cbattiimprove typhoon intensity simulation to a certain extent, but gificts : Bothi

on storm structuregiffered A combination of decreasing momentum transfer coefficid increasing enthalpy transfer : impacts

: were different

coefficients tends to yield stronger storm. The storm size (in terms of the radius of maximum winds) is apparentljtgensitiv

the changes in grid spacing. The choice of flux formulas hadgdiileton storm &e. Sufficiently high resolution was more : impact

Threegets of surface flux formulas in the WRF model were tested using grid spatihg3, and 6 kmlncreased resolution [ : different

) o o ) L A UL

conducive to the positive effect of flux formulas on simulated typhoon intensity

Reducing the grid spacing to 1 km yielded a deeper, stronger, and more upright and contracted eyewall. Stronger inflow and
outflow as well agelatively wider and weaker eyewall updraft were found in the lower resolutions, indicating a stronger
secondary icculation. As strength increased, the eyewall contracted, indicating higher efficiency of storm intensification in

smaller grid spacing. This contraction of eyewall is associated witipp@rlevel warmingayer, which signifies an intense [ : later

developmaet of the simulated typhoon. Thipperlevel warming process can be attributed to the air detrained from the intense
updraft cores in the eyewall, which can only be resolved by higher resg|igiarh as 1 or Bm.
The analysis of the CFADs revealed ttra size of updraft cores in the eyewall shrinks and the region of downdraft increases,

and both updraft and downdraft become more intengeassolutiopincreasesTherefore, the intense reflectivity (convective) [ . isincreased

cores of the higheesolution simulations are driven by more intense updrafts within a rather small fradtiersppédtial area
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whereas loweresolutionsimulations are driven by relatively weaker updrafts spread over a much broader spatial distribution.
This resolution dgendence of the spatial scale of updrafts is attributable to the model effective resolution basadalysis
of KE spectra. The effective resolution is determined by grid spacing, not the flux optiensnalyses indicate that typhoon

intensity is nainly contrdled by the model resolutiotigher frequency of occuences for extremely high wind speecin

befound in experiments with higher resolutidrhe neasurface wind speed is an influential factor for the calculation of bulk

transfer coefficientsAlthough the use of more reasonable flux formulas can inctéastmulated storm intensity to some
extent, the positive effect of surface flux formulas carmoefficiently enhanced unless the grid spacing is properly reduced
to yield intense and contracted eyewall structure.

Although both updraft and downdraft cores within the eyewall can be partially resolveckmt drid spacing, model [ : Despite

convergenceaes not emerge here (e.g., Bryan et24l03; Gentry and Lackman®010; Miyamoto et a]2013). Conducive

effect for grid spacing well below 1 km to the contribution of flux parameterizatieds to be further explored. Finally, the [ : needed

typhoon intensity in the experiment 1kmF1 is apparently overestimated. Green and Zhang (2013) suggested that the

overestimation of their simulated TC intensgggmpared with the observed best track, may be parétitiputed to the neglect [ :as

of ocean feedback in the model. This is also true in our case. Other components of the numerical model such as boundary layer

mixing and the inclusion of wind wave coupling as well as ocean coupling are relatetisema dlux emates, which is

importantfor ocean feedback (e.g., Davis et 2D08; Chen et g12007; Chen et 3l12010; Zhao et al2017). This is beyond [ : as

the scope of this papghowever, further relevant research aratlditional simulation comparisons to other storms for [

generalizing our resultsre warrated [ - but this should be done as well as

Appendix A

(a) Fluxes irthe atmospheric surface layer
In the surface layer, the vertical fluxes of horizontal momeiitusensible heal, and latent hedd "@ear the surface are

generally parameterized using bulk flux formulations:

tove, "6Y Y 78 Y, (A1)
0 "Q6h— "0 Y— —, (A2)
00 "0 o.n "06°YR R4, (A3)

where” is the air densityﬂ) the specific heat capacity of air at constant preséhrghe latent heat of vaporizatio@; the

friction velocity, a velocity scale for the turbulent flows-andr). the scaling parameters for potential temperattead

specific humidityr}, respectively; anéd , 0 , and® the dimensionless bulk transfer coefficients for momentsensible,

and latent heat, respectively. The vertical differences in horizontal velocity, temperature, and specific humidity aa encl

(

(

(

(
0[ L are
(

in the parentheses in their respective bulk formulas, where the subscripted  denote the variablgat a reference

) WU
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heighp andjion the ground or water surfaceespectivelyMoreover, 10 mis frequentlyassumed as the reference height. The

three bulk transfer coefficients should all correspond to the same reference height above theBrafarse the wind speed

for the vertical flux of the horizontal momentum can be reduced’ t Y o thereafter we omitthe subscripr for

just on the ground surface is zgnoed the surface current over water may be set to zero for sake of simplicity, the bulk formul% 6,
5 brevity. [

(D W W W

(b) Surface layer scheme in WRF

In WRF, the scaling parameters and bulk transfer coeffigientall surface fluxes (momentum, sensible heat, and latent heat) : as well as

are parameterized in a surface layer schdere are eight surface layer schemes available WRE-ARW, angsevenof : version 3.8.1 of

them are constructed based on tenini Obukhov similarity theory with somewhat different formulations, including those [

10 of the roughness lengths, bulk transfer coefficients, and the nondimensional stability functions defined for wind aal pote :S

. . . . o out
temperature profiles. Among these avaiéabthemes, the surface layer scheme basptMiyparameterization (Grell et al.

: eight schemes

1994) has been widely used for a broad range of atmospheriecteseahis study, we used the revised versiotheMM5 - the fifth generation Pennsylvania State Universigtional

surface layer scheme that has been implementeée WRF modebeforeversion 3.2 (Jiménez et.a2012).Consideringhat Center for Atmospheric Research Mesoscale Model (

some details of the scheme can change over timegpmeared the corresponding routineSNRFARW to the formulations 2

15 in Jiménez et al (2012) and found some discrepancies. Dilméngme ofwriting fhis article, we reérred to the WRF routines

: have

wherever there is a discrepancy found. Below, we briefly describe the most relevant features of the revised MM5 schem ~the 3.8.1 version of

our work. Because our focus is on the TC intensity over the ocean, we only document the bulk transientoeffer the - our

water surface : of the

(
(
|
(
[ : prior to
(
f
(
(

o e e e 0 L L)

(c) Flux parameterization used in this study

20 Basegpon the Moniii Obukhov fluxprofile relationship, the scaling paramet@tsand—are given agollows: [ up
0. , (A4)
- : (AS)
wherell is the von Karman constari;the Obukhov lengthilis a specific height Ievegn_dd and@ the roughness lengths [ tis

for momentum and sensible heat, respectively. All roughness lengths are in meters. The Obukhvciemgta calculated

25 from the relation:

o - (AB)

z

where (s the gravitational acceleration. The Mar@bukhov stability functions for momenturn ( ) and heat[( ) are
calculated according to variant stability regimes defimetbims of the bulk Richardson number. The details of the stability
functions can be found in Jiménez et al (20TRe scaling parameter, as well as the stability function for moisture is assumed

30 to be the same as that for the sensible.heat
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The bulk trasfer coefficients for momentum and sensible heat are given as follows

6 : (A7)

o] ' (A8)

The bulk transfer coefficient for latenéat over water surface is givenfaows:

o] . (A9)

where('_x is the roughness lengths for latent heat. Jiméted (2012) expressed the stability parametel{ﬁs ('_1 T0in
their formulas o) and® [cf. their Egs. (21) and (22)]. In this version thie revised MM5 schemeU @& 70 and

U G 70 are however used f@@ andO |, respectively. Furthermore, the first term enclosed in the second bracket on the
right side of th& formula is mainly valid for land surface as presented in Jiménez et al (2012; cf. their Eq. (22)). In our Eq.
(A9), the corresponding term is expresss6l EG O( Tc}( for water surface according to the WRF routines.

According to the formulations @ , 0 , andO , the behaviors of these bulk transfer coefficients are strongly dependent on

the momentum agskalar (heat and moisture) roughsiEsngths [cf. Bs (A7), (A8), and A9)]. The contribution of momentum [ : lor

roughness Iengtﬁx is perhaps more significant than the rest of €@mthe right side ofth® formula, the three terms inside

the brackein the denominatcare expressed in terafi O . Here we term tlewhole expression with brackietthe denominator
in Eq. (A7)as a dragiependent effect. A comparison of these formulas indicates that the expression inside the first bracket on

the right side oy and® formulas are both identical to the expression of dtegendent effech Eq. (A7) In this context,

0 andO shall vary with wind speed due to the ddgpendent effect even with an invariant scalar roughness length.

Appendix B

TableB1 provides brief information of the observational estimakesvn in Fig 2For low windspeedtonditions (wind speed

roughly less than § i ), Vickers et al. (2013) indicated a decreas® ofwith wind speed, in agreement with that observed
in COARE 3.0 (Fairall et 312003; their Fig. 5), where@eernaert et al. (1987) and Large and Pond (1981) suggested a nearlf : both
constant (no trend) . For moderatewind conditions (approximate range a®i i ), Large and Pond (1981) and [ : both

Vickers et al. (2013) indicated that momentum transfer coeffiermonotonically increases with wind speefi Fig. 2 a).

An upward trend of) hasalsobeenreportedn Geernaert et al. (1987) and French et al. (2007), although the spreads of their
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15

respective data are large. This is because shown in Fig.tBearelata points rather than binned averages or fitted curves.
Three sets of available estimates (Jarosz g2@07 Powell et al. 2003 Richter et al.2016) revealed that the upward trend

in® would cease under high wind conditions (approximatgeaof 25 551 | ), where a levebff or evena downward

trend would occur instead. According to these observational estimates, the turning points of the winie:spreeen®

variations were varied and found within a ranggofto 40l i . Under the much stronger wind conditiopxdeethg, : wind speeds of
P . . . . . . k : wind speed roughly
551 i ), the behavior ob again differ considerably from the relatively lower range of wineksg Bell et al. (2012)
""""""""""""""""""" .S
and Richter et al. (2016) suggested a rebouri ofalues with wind speexdip toapproximatel7oi i . However, there : Both

are also larger spreads of the values found.

There are fewer observational estimates of heatnamidture transfer coefficient reported in literajygempared with the

.S

momentum transfer coefficient. Practically, the transfer coefficient for rabiginthalpy surface flux( ) were estimated in

ras

a number oftudies(e.g., Zhang edl., 2008 Bell et al, 2012 Richter et al.2016). A similar expression as tRgs. A2) and

: literatures

e L) LW

(A3) can be derived for the moiatr specific enthalpy flux, where the specific enthalpy is giveR asb”Y 0 1§ (Emanuel

1995). Most studies suggested that the bulk transfer coefficients for scalar fields (i.e., sensible heat and moisture as We[

: From a list of literature that we have referred to, m

enthalpy) are nearly independent of wind speed, with their respective meanhaihg8.7 top® p 1 (e.g., Geernaert [

: over a range of

1987 Smith, 1988 Drennan et a].2007 Zhang et al.2008 Bell et al, 2012 Richter et al.2016). However, Fairall et al.
(2003) reported a steady increase inwith wind speed based on COARE dataset. Within the range of unceriaiisty
plausible to assum& & (e.g., Richter et gl2016) oreve® 6 6 (e.g., Emanuell995 Zhang et al.2008)
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Table B1 Summary of the previous studies for the observational estimates used in Figure 2. The first column identifies the
studies collected for the data extraction, and the source (equation/figure/table) in the corresponding literature. The second
column gives th approximate range of the wind speed over which the bulk parameters were estimated; these are not the binned
range in some of the literatures. The third column describes the method of flux estimation and the observational data source

5 (field experiments) sed in these studies. Abbreviations: ADCP= Acoustic Doppler current profiler, CBLAST=Coupled
Boundary Layer AikSea Transfer, GPS= Global Positioning System.

10

Author Wind speed range Method of flux estimation

(Source in literature) (Parameter usefl (Observational data source)

Bell et al. (2012) 52-72i i Absolute angular momentum and total energy budgets

(Figures 14, 19 and 20) (6 h6 ho.) (CBLAST experiment; 2003 campaign)

French et al. (2007) 17-4017 i Eddy covariance method

(Table1l)* (6 hé ho.) (CBLAST experiment; 2003 campaign)

Geernaert et al. (1987) 3-25i i Eddy covariance method

(Table2) (6 he) (Measurements from Sonic anemometer on North Sea platforr

Jarosz et al. (2007) 204817 i Oceanic momentum budget

(Fitted equation given in the ©) (ADCP moorings in the northeastern Gulf of Mexico; Hurricane

supplementary) Ivan (2004))

Large and Pond (1981) 4-251 i Eddy covariance method and inertial dissipation method

(Fitted equation given in the ®) (Nova Scotia floating tower and ocean weather station PAPA)

abstract)

Powell et al. (2003) 27-511 i Flux profile mehod

(Figure 3) (6 Ro.) (GPS dropsonde; 331 wind profiles in the vicinity of 15 hurricar
eyewalls)

Richter et al. (2016) 20611 i Flux profile method

(Figure 3) (6 hé ho.) (GPS dropsonde; 2425 wind profiles from 37 tropical cyclones)

Vickers et al. (2013) 2-241 i Eddy covariance method

(Table 2) ®) (Measurements from 11 aircraft datasets; their Table 1)

* The values ofs were obtained from Table 1 of French et al. (2007), whereas the corresponding data analysis were

reported by Drennan et al. (2007).
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Figure 1: Plots of (a) roughness lengths and (b) bulk transfer coefficients versus wind speed atri(eight for neutral
condition. Flux schemes FO, F1, and F2 are colored black/gray, red/pink, and green. The thick solid curves areand
Fr thin solid curves are » | and o and dashed curves are , and Flk- It is noted that some curves are identical. For
Fland F2,» (and thus F) is the same; for F1 and F2 the respective heat and moisture roughness and coefficients
are the same:? = ,and Flk-
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Figure 2. Plots of (a) momentum transfer coficients, (b) friction velocity, (c) scalar transfer coefficients, and transfer
coefficient ratios versus wind speed at 1fh height from available observational estimates as found in the literatures.

The scalar transfer coefficients shown here can b‘ﬁl » Fk or FL upon the availability in the literatures that we

referred to in this study. The purple dots represent the values from Bell et al (2012); blue circles from French et al.
(2007); dark green circles from Geernaert et al. (1987); green curve from Jarosz et &007); red curve from Large

and Pond (1981); red dots from Powell et al. (2003); blue dots from Richter et al. (2016), and the orange dots from
Vickers et al. (2013). The curves are given by fitted equations; the circles represent the available data psithe dots
represent average values in a range of wind speed bins with the bars show the corresponding data spread as denoted
by either the standard deviations or the 95% confidence intervals, where the wind speed bin and the representation of
data spread vary between these literatures. Tabl®1 provides brief information of these observational estimates. The

respective bulk parameters derived from WRF, represented as shown in Fig. 1, are superimposed for a comparison.
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Figure 3. The model domain (red box), and calculation domains for the contoured frequency by altitude diagrams
(blue box) and for energy spectra (cyan box). The red, tan, and dots represent the locations of Haiyan obtained
from the besttrack dataset. The red das indicate the period of sensitivity experiments, the tan dots indicate the

nudging period. Green dots are the locations outside our simulation period.
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Figure4. (a) Haiyands best track (black dot sejllinespahd&kmmul at ed
(green lines) from 0000UTC 5 November 2013 through 1200UTC 8 November 2013. Thick and thin curves
represent a span of 24 hours alternately. (b) The evolutions of the best track and simulated minimum central
pressures (hPa) shown in reléon to longitude. The longitudinal position of the first landfall of Haiyan is around
125°E. The gray circle on each curve denotes the corresponding data point at 1800UTC 7 November 2013. (c)
Scatterplot of maximum wind speed versus minimum central pressa. Reference curves Koba and AH_KZ are the
operational WPRs for the JMA and JTWC, respectively. Koba_1min is the modified Koba curve with @ninute

sustained winds converted to Aninute averaged valuesT he detailed tracks and central positions of theukited

storns during thér mature stagare given in supplemental figures Fig1 and S2.
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(a) 10m Wind Speed (m/s) (b) Rainfall (mm/hr)

(d) Surface Latent Heat Flux (W/m?)
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Figure 5. Horizontal distributions for () wind speed { ¥ )at 10-m height, (b) total rainfall (i i = ¢ W (c)
surface sensible heat fluxi{ O ), and (d) surface latent heat flux{f O ) at forecast hour 71 h (valid at
5 2200UTC 7 November) for the experiment FO with &m resolution. All fields are taken from the transformed
subset on cylindrical grids; see text for detail. At 71 h, theimulated typhoon centered at the nearest location upon
the besttrack location at 1800UTC 7 November 2013. Range rings are shown at radii of 20, 40, 60, 80, and 100 km.
Black dot at the plane center denotes the simulated typhoon center at 71 h, whereas tio dots to the upper left
and lower right of this central dots are the corresponding locations of typhoon center in the next and previous 2

10 hours. Solid lines connecting these dots denote the simulated typhoon track within the 5 hours.
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Figure 6. Horizontal distributions for wind speed at 16m height (shaded;i v ), surface latent heat flux (yellow
contours; fj O ), and total rainfall (cyan contours;i { |= ¢ »at 71 h for all experiments. In all the
experiments, the center location ofimulated typhoon at 71 h are at the nearest or the second nearest location upon
the besttrack location at 1800UTC 7 November 2013. The distributions for experiment FO ofém resolution are
the same as in Fig.5 but slightly zoom in on a circle of radiu®&m; Range rings are shown at radii of 20, 40, 60,

and 80 km.Other symbols are shown as in Fig. 5.
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Figure 7. Radiug time cross sections of (a) h wind speed (m ), (b) rainfall (mm hour-?), (c) surface sensible heat
flux (W m-2), and (d) surface latent heat flux (W m?) for control experiment (3kmFO0). The positive and negative
distances from typhoon center represent the azimuthal averages of the right (northern) and left (southern)
semicircles, respectively, along the typhoon track. For ea hourly output, the corresponding track in 3 hours

centered at that particular hour is used to identify the semicircles on both sides.
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