
Manuscript prepared for Nat. Hazards Earth Syst. Sci.
with version 2014/09/16 7.15 Copernicus papers of the LATEX class copernicus.cls.
Date: 13 June 2015

Landslide susceptibility mapping in the Mawat
area, Kurdistan Region, NE Iraq: a comparison of
different statistical models
A. A. Othman1,2,3, R. Gloaguen1,3, L. Andreani1,3, and M. Rahnama1,3

1Remote Sensing Group, Institute of Geology, TU Bergakademie Freiberg, B.–von–Cotta–St. 2,
D-09596 Freiberg, Germany
2Iraq Geological Survey, Al–Andalus Square, Baghdad, Iraq
3Remote Sensing Group, Helmholtz Institute Freiberg of Resource Technology, Halsbrueckerstr.
34, D-09599 Freiberg, Germany

Correspondence to: A. A. Othman (arsalan-ahmed.othman@student.tu-freiberg.de)

Abstract. During the last decades, expansion of settlements into areas prone to landslides in Iraq

has increased the importance of accurate hazard assessment. Susceptibility mapping provides infor-

mation about hazardous locations and thus helps to potentially prevent infrastructure damage due

to mass wasting. The aim of this study is to evaluate and compare frequency ratio (FR), weight of

evidence (WOE), logistic regression (LR) and probit regression (PR) approaches in combination5

with geomorphological indices to determine the landslide susceptibility (LS). We tested these four

methods in the Mawat area, Kurdistan Region, NE Iraq, where landslides occur frequently. For this

purpose, we evaluated 16 geomorphological, geological and environmental predicting factors mainly

derived from the advanced spaceborne thermal emission and reflection radiometer (ASTER) satel-

lite. The available reference inventory includes 351 landslides representing a cumulative surface of10

3.127 km2. This reference inventory was mapped from QuickBird data by manual delineation and

partly verified by field survey. The areas under the curve (AUC) of the Success Rate Curve (SRC),

and relative landslide density (R index) show that all models perform similarly and that focus should

be put on the careful selection of proxies. In order to estimate models uncertainties, we produced

50 landslide susceptibility maps for each approach using the same thematic information but different15

landslide training dataset (bootstrap aggregating). These landslide susceptibility maps are exploited

to determine the error associated with the susceptibility assessment and the sensitivity for the four

compared approaches. The results show that the FR has less errors and less variability. The results

indicate that lithology and slope aspects are the dominant factors leading to the occurrence of land-

slides. Furthermore, this paper demonstrates that using hypsometric integral as a prediction factor20

instead of slope curvature gives better results and increases the accuracy of the LS.
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1 Introduction

Mass movements such as landslides are one of the most damaging natural hazards since they affect

several social and economic aspects. They represent a major risk to human life, as well as private and

public properties (Calo et al., 2014; Petley, 2012). Maps of landslides are classified into three classes:25

inventory maps, density maps, and hazard maps (Guzzetti et al., 2000). Moreover, landslide inves-

tigations can be categorized into three main groups: (1) landslide recognition, classification, and

post-event analysis, (2) landslide monitoring, and (3) landslide susceptibility and hazard assessment

(Scaioni et al., 2014; Mantovani et al., 1996; Metternicht et al., 2005).

Landslide inventory maps represent the spatial distribution of deposition (accumulation) and de-30

pletion zones produced by a gravity-induced mass movement, which may vary in type, age, and

activity (Guzzetti et al., 1999). A landslide inventory map can be prepared by different techniques

(Guzzetti, 2006). Until now, visual interpretation of aerial photographs and high spatial resolution

images in combination with field validation is the most prominent and accurate technique for the

preparation of landslide inventory maps (Othman and Gloaguen, 2013a). The landslide inventory35

map is a fundamental basis to derive the landslide susceptibility (LS) map (Zhao et al., 2012),

which is defined as the probability of the terrain to trigger a landslide over a set of geo-environmental

conditions (Ozdemir and Altural, 2013). Such maps are essential for the estimation of landslide prone

areas (Guzzetti et al., 2005). In addition, the LS is a fundamental and very useful tool supporting

decision making in the field of land use management and planning (Akgun, 2012).40

Over the last decades, many susceptibility estimation techniques have been implemented for the

LS estimation. These techniques include frequency ratio (FR) (Ozdemir and Altural, 2013; Lee and

Talib, 2005; Shahabi et al., 2014), weight of evidence (WoE) (Ozdemir and Altural, 2013; Lee,

2013; Lee et al., 2002a; Tseng et al., 2015), analytical hierarchy process (Shahabi et al., 2014;

Ayalew et al., 2005), bivariate statistical analyzes (Ayalew et al., 2005; Althuwaynee et al., 2014),45

artificial neural networks (Lee et al., 2001; Conforti et al., 2014; Qiao et al., 2013; Ercanoglu, 2005;

García-Rodríguez and Malpica, 2010), support vector machines (Yao et al., 2008; Peng et al., 2014),

and logistic regression (LR) (Ozdemir and Altural, 2013; Shahabi et al., 2014; Lee and Min, 2001;

Atkinson and Massari, 1998). All these prediction techniques are based on the popular assumption

that “the past and the present landslide locations are the key to the future” (Carrara et al., 1995;50

Capitani et al., 2013a; Zezere, 2002; Van Den Eeckhaut et al., 2006). In other words, slope failures

are determined by controlling factors, and future slope failures will occur under the same conditions

as past slope failures (Lee and Talib, 2005). Under this assumption, a set of factors which controlled

past landslides can be used to predict future occurrences of landslides.

Therefore, estimation and statistical analysis of the relationship between the predicting factors55

for landslides and the occurrences of landslides helps to deepen our conceptual knowledge of LS

techniques which will help to develop more sophisticated and more accurate techniques in the future

(Carrara et al., 1995; Capitani et al., 2013a; Van Den Eeckhaut et al., 2006). So far, lithology, slope
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gradient, slope aspect, distance to streams, and to tectonic lineaments are widely accepted as signif-

icant factors that are related to the occurrence of landslides (Ozdemir and Altural, 2013; Capitani60

et al., 2013a; Kayastha et al., 2013; Wang et al., 2013).

In this study, we produced LS maps for a part of the Iraqi Zagros mountain belt, where no LS

studies have been carried out yet. We selected 16 predicting factors, which play a dominant role

in slope stability. These factors are (1) lithology, (2) land cover, (3) slope gradient, (4) slope as-

pect, (5) slope curvature, (6) plan curvature, (7) profile curvature, (8) the hypsometric integral, (9)65

elevation, (10) drainage density, (11) distance to drainage, (12) distance to lineaments, (13) precip-

itation, (14) normalized difference vegetation index (NDVI), (15) topographic position index (TPI)

and (16) topographic wetness index (TWI).

We apply a variety of GIS techniques such as raster calculation, raster to vector conversion, vec-

tor to raster conversion, and overlay to compare the four landslide susceptibility models (FR, WOE,70

LR and PR) and to evaluate their performances regarding the estimation of the landslide probability.

The PR is also applied for the first time to model LS.

This study is organized in four main steps: (1) preparation of a landslide inventory map based

on QuickBird imagery interpretation, without any consideration of time of occurrences, (2) de-

termination of predicting factors for landslides, (3) Modelization of LS using four models, and (4)75

performing statistical comparisons between the four examined models.

2 Study area

2.1 Location

The study area is located between 35◦45′ and 36◦00′ N and between 45◦26′ and 45◦35′ E. It com-

prises the Iraq Zagros Mountains, where mass movements threaten many villages and towns (Oth-80

man and Gloaguen, 2013a, b). The studied area covers about 422 km2, and encompasses parts of

the Sulaimaniyah Governorate/Kurdistan Region in NE Iraq (Fig. 1). The global landslide hazard

distribution map (CHRR et al., 2005) suggests medium to high risk of landslide occurrence there.

2.2 Geological setting

The Zagros orogenic belt is a part of the Alpine-Himalayan mountain ranges and trends in NW–85

SE direction. This belt is approximately 2000 km long, extending from SE Turkey through Iraq to

southern Iran (Alavi, 1994, 2004). The Iraqi part of the Zagros orogenic belt consists of three main

tectonic zones: (1) the Inner Platform (stable shelf), (2) the Outer Platform (unstable shelf), which

comprises the Mesopotamia Foredeep, the Foothill Zone, the High Folded Zone, and the Imbricated

Zone (IZ), and (3) the Zagros Suture Zone (ZSZ) (Fouad, 2010; Agard et al., 2011; Lawa et al.,90

2013; Jassim and Goff, 2006 ;Fig. 1).
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Most of the study area lies within the ZSZ, represented by the Penjween-Walash Zone (PWZ), the

Qulqula-Khwarkurk Zone (QKZ), and a small part of the Arabian Outer Platform (unstable shelf)

represented by the IZ (Fig. 1). The PWZ is located in the central part of the study area. It consists

of ultramafics, gabbro, metabasalt, conglomerates, sandstones, marbles, calc-schists, volcanic basalt95

and andesite. The QKZ is located in the northeastern part of the study area. It consists of radiolarian

mudstone, chert, limestone and pebbly conglomerate rocks. The IZ is located in the southwestern

part of the study area. It includes three formations, which are composed mainly of limestones, cal-

careous sandstones, marls, mudstones, shales, and conglomerates. Two main thrust faults clearly

mark the upper and lower contacts of the PWZ. The two thrusted sheets have steep slopes, folds100

of chevron type, and contain boudinage structure. The area formed during the Late Cretaceous and

Mio-Pliocene periods (Jassim and Goff, 2006; Smirnov and Nelidov, 1962; Al-Mehaidi, 1974; Bu-

day and Suk, 1978; Ma’ala, 2008).

2.3 Climate

The Mawat area is characterized by annual variations in precipitation, temperature and evaporation.105

It has dry summers and wet winters (Fig. 2). The bulk of annual precipitation (896 mm) occurs

from October to May. The highest precipitation amounts are received in January with an average

value of 199.6 mm/month. Monthly temperatures range between −2.1 ◦C (January) and 37.3 ◦C

(August). The snowfalls occur for > 10 days yr−1 on average between November and April. Heavy

snowfall and rapid snow melting increase the risk of landslides in the Mawat area.110

2.4 Landslides

Landslides in the area are frequent and they are mainly due to natural and anthropogenic triggers

(Fig. 3). The very rugged topography is reflected by strong variations in slope and altitude. Heavy

rainfall and rapid snow melting in spring in combination with heterogeneous geology and geomor-

phology are the main natural factors controlling the distribution of mass movements. Civil engineer-115

ing activities like road cuts, overloading of the upper parts of landslides or undercutting of the toe of

slopes are the main human-induced factors (Othman and Gloaguen, 2013a; Sissakian et al., 2004).

Landslides have affected large areas along the main road to Gimo Mountain, after Kanaro village.

Recent events blocked roads and several nearby towns are regularly threatened and affected. A large

rockfall was witnessed recently in the north of Chowarta town (Fig. 3). A huge mass of igneous120

rock of the Mawat massif has collapsed in the last decade. The roads from Sulimanyah to Mawat

are also affected by recurrent translational slides or rockslides of different sizes. Figure( 3) shows

that slump sliding threatens roads at different sites of the Mawat area. Clastic debris flows are also

common in the weak layers (Othman and Gloaguen, 2013a).

Othman and Gloaguen (2013a) used two sources of information to prepare an inventory map in125

our study area, which includes 351 landslides. The first source is the previous geological map of the
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northeast Iraq by Buday and Suk (1978), which has a scale of 1 : 100000. The second source is

QuickBird imagery, which has visually been interpreted and digitized. The inventory map has partly

been verified by our own observations during a field survey in different parts of the study area. The

landslide boundaries were identified using viewing scale of 1:2500 using QuickBird data. Decision130

making was based on attributes such as texture, tone, headwall scarps, associations like fragments

of transferred materials, and the pathway of these materials. The total landslide coverage accounted

for an area of 3.127 km2. The size of detected landslides ranges from 16 m2 to 0.32 km2, with a

mean area of 10118 m2. The landslides rate % is 0.741 .

3 Methodology135

3.1 Material

The ASTER sensor has 14 bands including Nadir (N) and backward-looking (B) (0.76–0.86 µm) for

the third band. ASTER scenes cover 60km×60km on land (Abrams and Hook, 2001). The ASTER

level 1A system scene of 15 m resolution was orthorectified and acquired on 24 August 2003. More-

over, four cloud-free QuickBird scenes were used. The scenes were acquired on 29 August 2006 via140

Ministry of Planning (Iraq). The scenes were orthorectified, radiometrically corrected, and projected

using the WGS84 datum and the UTM 38N projection. The final products are an 8-bit imagery, with

0.6 m spatial resolution, and comprise three visible spectral bands: blue (0.45 to 0.52 µm), green

(0.52 to 0.6 µm) and red (0.63 to 0.69 µm) (DigitalGlobe, 2006).

Satellite data were processed using the ENVI (Environment for Visualizing Images) software.145

Lineaments were automatically extracted from a Digital Elevation Model (DEM) using TecLines,

a MATLAB based toolbox (Rahnama and Gloaguen, 2014b, a). The hypsometric index and the

drainage network were extracted using TecDEM, which is also a MATLAB-based toolbox (Shahzad

and Gloaguen, 2011). Additional GIS operations (Slope, Aspect, curvature, plan curvature, profile

curvature, topographic wetness index, density map, distance map, interpolation and base map), as150

well as the preparation of final maps were performed using ArcGIS10 (ESRI, 2011). Statistical

analyzes were conducted using R-based scripts.

3.2 Input and preparing parameters

There is no agreement on which predictive factors have to be used in LS analyzes, but most stud-

ies highlighted the importance of topographical, geological and environmental factors (Nefeslioglu155

et al., 2008a). Sixteen predictive factors were selected, and stored as thematic maps. These factors

were classified into three categories: geomorphological, geological, and environmental. Thematic

maps were resampled in order to have the same spatial resolution than the pixel size of ASTER

DEM, (i.e. 15 m spatial resolution).
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The input parameters can be discrete and continuous: lithology, land cover and slope aspect (group160

A) are discrete while the rest (group B) are continuous. We prepared the input parameters in two ways

based on the applied model. The first way is used for FR and WOE models while the second one

is used for LR and PR models. The FR and WOE models are only able to exploit input parameters

that have a discrete form (variables that can take on one of a fixed number of possible values,

thus assigning each individual to a particular category; Schicker and Moon, 2012). Therefore, we165

classified each factor of group B into several classes to be in a discrete form like group A. The LR

and PR models are able to exploit input parameters that have discrete or continuous (those variables

that are measured in terms of numbers) forms or any combination of both forms (Choi et al., 2012;

Atkinson and Massari, 1998), but the discrete form should be binary (zero and one). Therefore, we

binarized each parameter of group A. For example, the lithological map shows 9 classes. For each170

class, a binary map was created that states “one" if an individual lithology is apparent and states

“zero" if not. This results in 9 input maps for lithology, one for each lithological class.

3.2.1 Geomorphological factors

In the susceptibility estimation, we used the following eight geomorphological variables: (1) ele-

vation (DEM) which affects the occurrence of landslides and indirectly affects climatic conditions175

and hence soil erosion (Ozdemir and Altural, 2013; Wang et al., 2013; Xu et al., 2012). The DEM

was extracted from Nadir (N) and backward-looking (B) bands of ASTER data. The other ge-

omorphological parameters were extracted from the ASTER DEM. (2) Slope gradient, which is

the major factor of slope stability analysis (Lee and Min, 2001; Yalcin et al., 2011). (3) Slope

aspect, which is associated to solar radiation, the wind, and rainfall (Yalcin et al., 2011). Hence,180

slope aspect is assumed to have an impact on vegetation cover and, therefore, may affect the occur-

rence of landslides (Garcia-Rodriguez et al., 2008). Three types of curvature maps were used: (4)

Slope curvature (Nefeslioglu et al., 2008b), (5) Profile curvature and (6) Plan curvature (Moore

et al., 1991). For plan, profile, and slope curvatures, a positive value reflects a slope-upwards convex

surface of that cell. A negative value refers to a slope-upwards concave surface. A value of 0 refers185

to a flat surface (Xu et al., 2012; Mancini et al., 2010). These parameters were derived using a

3×3 moving window in standard ArcGIS tools (ESRI, 2012). (7) Hypsometric integral (HI) is an ap-

propriate index to identify the evolutionary stage of landscape development (Othman and Gloaguen,

2013b; Strahler, 1952; Perez-Pena et al., 2009). Only Lin et al. (2011) already explored this index as

one of predictive factors when they realized a susceptibility zonation in Taiwan. HI values above 0.6190

indicate elevated landscapes with an entrenched drainage network. HI values between 0.35 and 0.6

correspond to significantly eroded areas with a developed system of V-shaped valleys, and values

below 0.35 indicate relatively flat landscapes with a low degree of incision (Strahler, 1952). The HI

map was computed using a 100 pixels (∼ 1.5 km) moving window. According to Pike and Wilson
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(1971) the HI of a given area can be estimated using the following Eq. (1):195

HI =
Elevationmean−Elevationminimum

Elevationmaximum−Elevationminimum
. (1)

We furthermore use the (8) topographic position index (TPI, Eqs. 2 and 3) as a predictive factor

(Costanzo et al., 2012; Vorpahl et al., 2013). It represents the variation between the elevation of a

pixel (EC) and the average elevation (EA) around this pixel (De Reu et al., 2013; Weiss, 2001).

The number of pixels defining the area around it nM are set by the kernel-matrix (M ). The TPI is200

calculated using Eqs. (2) and (3) ;De Reu et al., 2013; Weiss, 2001:

TPI = EC−EA (2)

EA =
1

nM

∑
i∈m

Ei. (3)

Negative TPI values indicate that the central pixel is situated lower than its average surroundings;

while positive TPI values indicate that the central pixel is located higher. We implemented a script205

in the TecDEM toolbox in order to compute the TPI for the studied area. We used a moving window

of 100 pixels (∼ 1.5 km).

3.2.2 Geological factors

Lithological and structural variations affect the strength and stability of materials (Ayalew and Ya-

magishi, 2005). We thus used two geological factors as input parameters: (1) lithology, and (2)210

distance to lineaments. The lithological map of the Mawat area includes eight units (Othman and

Gloaguen, 2014).

Previous geological maps are inaccurate regarding the location of faults, and several faults were

not mapped. Therefore, we mapped the lineaments using TecLines (Rahnama and Gloaguen, 2014b),

which allows the extraction of image discontinuities from a DEM. The DEM was resampled to a res-215

olution of 900 m in order to avoid noisy image discontinuities. The final lineaments were exported

to a shape file. We then computed the density of tectonic lineaments and distance to tectonic lin-

eaments, which are frequently used to map landslide susceptibility (Capitani et al., 2013a, b; Choi

et al., 2012; Pradhan et al., 2006).

3.2.3 Environmental factors220

We used six environmental predictive factors of landslides: land cover, precipitations, normalized

difference vegetation index (NDVI), drainage density, distance to drainage and topographic wet-

ness index (TWI). (1) The land cover map (Al-Rubaiay and Al-Dulaimi, 2012) was provided by

GEOSURV-Iraq and contains eight classes. (2) We used precipitation data from climatological sta-

tions located within and surrounding the study area. The available data spans a period of 7 years225

(2000–2006). We averaged annual precipitation from the daily time series data. In order to obtain
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a continuous coverage, we interpolated the point-wise precipitation data using an inverse distance

weighting (IDW) method. (3) The NDVI is used to characterize the vegetation cover. Increases in

landslide frequency is related to the lack of appropriate vegetation cover that stabilizes slopes (Oth-

man and Gloaguen, 2013a; Shahabi et al., 2014). The NDVI was calculated (Rouse et al., 1974) after230

extraction of the reflectance (ρ) from the digital number (DN) of ASTER VNIR data level 1A.

Because of the positive relationship between landslide area and rivers (Othman and Gloaguen,

2013b) the drainage network can serve as a robust tool to investigate landslides. We calculated

(4) the drainage density from the drainage network around the central point within a predetermined

radius of 3000 m. Buffers surrounding the drainage network were used to calculate (5) the distance235

to drainage. (6) Finally, we used the TWI to study spatial scale effects on hydrological processes. It is

a landslide predicting factor related to the runoff (Beven and Kirkby, 1979). The TWI was computed

using Eq. (4; Beven and Kirkby, 1979)

TWI = ln
AS

tanθ
(4)

where θ is the slope angle (◦) and AS is the catchment area (m2).240

3.3 Landslide susceptibility models

The resulting accuracy of the LS mapping depends on the data quality and the mapping model (Chen

et al., 2013). In this study, the spatial relationship between landslide locations and each predicting

factor for landsliding was derived using the FR, WOE, LR and PR models. The resulting LS maps

based on the different models show similarity and are discussed later on.245

3.3.1 Frequency ratio (FR)

The FR represents a simple and common model to generate the LS map (Ozdemir and Altural, 2013;

Lepore et al., 2012; Lee and Talib, 2005; Shahabi et al., 2014; Park et al., 2013; Mohammady et al.,

2012). We assigned a LS value each cell in the study area by implementing the Eqs. (5 and 6);

(Wang et al., 2013; Lepore et al., 2012; Regmi et al., 2010).250

FRj =
Ali/Al
Aci/A

(5)

LS =

n∑
j=1

FRj (6)

where Ali is the number of landslides cells of the category (i), Al is the total number of landslides

cells, Aci is the number of cells of the category (i), A is the number of cells of the study area, FRj

is the FR value for the chosen class of factor j, and n is the total number of factors included in the255

study (here n= 15). Magnitudes of FRj > 1 mean high probability of landslide occurrence, whereas

FRj < 1 mean low probability of landslide occurrence (Ozdemir and Altural, 2013; Shahabi et al.,

2014).
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3.3.2 Weight of evidence (WOE)

The Bayesian probability model, known as the WOE is described in detail by Lee et al. (2002b),260

Regmi et al. (2010) and Meyer et al. (2014). In summary, positive weights (W+) and negative

weights (W−) are estimated based on the presence or absence of landslides within the area cov-

ered by each predicting factors. Weights are computed using the Eqs. (7 and 8); (Van Den Eeckhaut

et al., 2009).

W+ = ln

[
Ali/Al

Aci/AO

]
(7)265

W− = ln

[
1− (Ali/Al)
1− (Aci/AO)

]
(8)

where Ali is the number of landslides cells of the category (i), Al is a total number of landslides

cells, Aci is the number of cells of the category (i), Ao is the number of cells outside the landslides

i.e. number of study area cells minus the total number of landslides cells. The weight contrast (C)270

represents the difference between the W+ and W− (Eq. 9; Mohammady et al., 2012; Meyer et al.,

2014), the magnitude of the contrast reflects the overall factor association between predicting factors

and landslides (Ozdemir and Altural, 2013; Mohammady et al., 2012; Meyer et al., 2014). Negative

and positive contrasts indicate negative and positive spatial correlations, respectively (Ozdemir and

Altural, 2013; Corsini et al., 2009). The final probability (P ; Eq. 10; Ozdemir and Altural, 2013) for275

each cell is the sum of the weights of each predicting factor and the prior probability (Pp(s); Eq. 11).

C =W+−W− (9)

P = exp
(∑

W+ + lnPp(s)

)
(10)

Pp(s) =
Number of landslide cells

Number of total study area cells
(11)

3.3.3 Logistic regression (LR)280

The logistic regression is a multivariate statistical regression analysis. The model has been widely

applied for LS mapping (Guzzetti et al., 1999). Results range between one and zero, where one

corresponds to the presence and zero to the absence of landslides, respectively (Althuwaynee et al.,

2014). The LR model is expressed as Eqs. (12 and 13); (Kleinbaum and Klein, 2011):

P =
1

1 + e−z
(12)285

z = α+β1X1 +β2X2 + . . .+βnXn (13)

where α is the intercept of the model, n is the number of variables, β are the beta values associated

with each of the independent variables, P is the probability which varies between 0 and 1 on an

S-shaped curve and z varies from −∞ to +∞ on an S-shaped curve.
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3.3.4 Probit regression (PR)290

We performed a probit regression, which is a binomial statistical regression. The probit link function

represents the inverse of the cumulative distribution function of the standard normal distribution to

transform probabilities to the standard normal variable. This model is described by (Eqs. 14 and 15);

(Aldrich and Nelson, 1984; McCullagh and Nelder, 1983):

z = Φ−1P (14)295

Φ(z) =
1√
2π

z∫
0

exp

(
−t2

2

)
dt (15)

where Φ denotes the cumulative normal distribution function, P represents the probability and varies

between 0 and 1, and z varies from −∞ to +∞ and can be calculated using Eq. (13).

3.4 Preparation of training dataset

We used the inventory map produced by Othman and Gloaguen (2013a). We classified the bound-300

ary of each landslide polygon into two zones: (1) the landslide depletion zone and (2) the landslide

accumulation zone. The geometrical attributes are stored in a GIS database as a shape file and then

rasterized the polygons by 15 m resolution. Only the depletion zones of the landslides are included

in the susceptibility analysis (Atkinson and Massari, 1998; Van Den Eeckhaut et al., 2006; Thiery

et al., 2007). Following literature suggestions (Bai et al., 2012; Xu et al., 2012; Erener and Duzgun,305

2012), we sub-divided the landslides randomly into training and validation data subsets. The training

dataset included 80 % of the pixels (11 137 pixels with landslides), which represent ∼ 0.3 % of the

total study area and the validation set included the remaining 20 % of the pixels.

We used this training dataset to calculate the LS for FR and WoE. However, the LR and PR

models need a training dataset containing both pixels with landslides and pixels without landslides310

(Ozdemir and Altural, 2013; Ayalew and Yamagishi, 2005). Therefore, we randomly selected 11 137

pixels without landslides. Thus, the training dataset for the LR and PR models contain 11 137 pixels

with landslides and 11 597 pixels without landslides. The predicted factors represent the indepen-

dent variables while the class values (landslide-present and landslide-absent), i.e. 0 and 1 are the

dependent variable. The pixels with information from the predictive factors were exported and saved315

as a text file. This file was analyzed using R software (Core Team: R, 2014) to obtain the estimation

constants (α and β), which are important for calculating the probability (z).

3.5 Models uncertainty and models prediction skill

In order to recognize the best susceptibility model, we applied two prediction skill methods to the

landslide validation datasets (20 % of the total landslide pixels). The first method is a quantitative320

measurement called the areas under the curve (AUC) of the Success Rate Curve (SRC). The AUC
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is widely used to estimate the accuracy of LS models (Yesilnacar and Topal, 2005). A SRC is

a two-dimensional plot. The x-axis is (100 - LS rank %) and the y-axis is cumulative percentage of

validation landslide occurrence (%). An acceptable model should have an AUC of more than 50 %

(Chung and Fabbri , 2003). The second prediction skill approach is the R index (Santacana et al.,325

2003; Baeza and Corominas, 2001; Schicker and Moon, 2012). It represents the ratio (%) between

the area of landslides in an individual susceptibility class as a percentage of all landslides area and

the area of an individual susceptibility class as a percentage area of all susceptibility classes. The R

index is computed using Eq.( 16).

R index =


(

Li

Ai

)
∑n

1

(
Li

Ai

)
 · 100 (16)330

where Li is the area of landslides in susceptibility class i, Ai = area occupied of susceptibility class

i, and n is the number of susceptibility classes The LS values given by the four models were then

classified software using natural breaks technique into five susceptibility classes : very high, high,

moderate, low and safe (Ozdemir and Altural, 2013; Shahabi et al., 2014; Mărgărint et al., 2013;

Intarawichian and Dasananda, 2011; Poli and Sterlacchini, 2007). We used the natural breaks335

method because it allows to gather similar values and to maximize the differences between classes.

This characteristic makes the natural breaks useful when the LS histogram shows distinct breaks.

(Mărgărint et al., 2013). The best model was determined as the model with highest AUC and R

index values for “very high”, and “high” classes.

The uncertainty is one of the basic and important tests that provides a measure of the error asso-340

ciated with the susceptibility assessment approach (Guzzetti et al., 2006; Rossi et al., 2010). First,

we tested the sensitivity of the susceptibility model to changes in the input data. Fifty landslide

susceptibility maps were computed for each model using the same thematic information but with

50 different random selection for training datasets (80% of pixels with landslides), which called

bootstrapping technique. For each of these fifty maps, AUC of the SRC was calculated using the345

validation datasets (20% of pixels with landslides). The sensitivity (variations of the AUC of the

SRC) for each approach was estimated using a box plot diagram.

We then estimated the models error. 20,000 pixels were randomly selected and used for this pur-

pose. For each model, we obtained descriptive statistics (including the mean and standard deviation)

from the 50 estimated susceptibility maps using these selected pixels. The error plots show two stan-350

dard deviations of these susceptibility estimates in the y-axis against their mean value in the x-axis

(Guzzetti et al., 2006; Rossi et al., 2010).
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4 Results

4.1 Predictive factors

Elevation in the study area ranges from 663 to 2360 m (Fig. 4a) with highest values in the East of355

the study area. More than 45 % of the landslides are located in the range of 900–1300 m, and 34 %

of them are between 1500–1900 m. The TPI ranges from −258 to 406 m (Fig. 4b). Most landslides

(70 %) are in the TPI range between −65–100 m. The slope aspect includes nine faces, which are

flat, north, northeast, east, southeast, south, southwest, west, and northwest (Fig. 4a). 64 % of the

landslides faced north to east direction. The maximum slope gradient is 65◦. The results show that360

about 82 % of the landslides occur when the slope is between 10 to 35◦ (Fig. 4d; Table 1). The HI

range between 0.1 and 0.7 (Fig. 4e), and 86.5 % of landslides occur in the range between 0.35 and

0.6 (V-shaped and entrenched valleys). Curvature ranges between −41.78 and 49.78 (Fig. 4f), plan

curvature ranges between −25.79 and 26.48, and profile curvature ranges between −26.76 and

21.86 and there is no clear relation of landslide distribution and the type of curvatures. Since cur-365

vature, plan curvature and profile curvature have high correlation (more than 0.85) with each other,

the only regular curvature was used as a prediction factor in the following analysis (Fig. 4f).

The study area consists of different lithostratigraphic units. Othman and Gloaguen (2014) have

subdivided the Mawat area into eight lithological classes. These are (1) ultramafic, (2) gabbro,

(3) metabasalt and basalt, (4) gabbro to diorite with ultramafic inclusions, (5) limestone, marble,370

calc-schist and clastics, (6) clastics, (7) conglomerate, and (8) floodplain and valley fill sediments

(Fig. 5a). The limestone, metabasalt and clastic rocks make up of 83 % of the totaltotal landslides

area. The farthest distance of the image discontinuities from the landslide in the study area is

2856 m (Fig. 5b). The area within the buffer zone of 450 m around image discontinuities covers

about 68 % of so far published faults in the area (Fig. 5a; Al-Mehaidi, 1974. If the buffer is375

extended to 1000 m 96 % of landslides fall into this area (Fig. 5b).

The maximum TWI reaches 19 (Fig. 6a). The TWI value range between 6 and 9 comprises more

than 54 % of all landslides. The NDVI ranges from−0.12 to 0.75. The majority of landslides (92 %)

occur in non-vegetated areas with NDVI values smaller than 0.22 (Fig. 6b). Eight classes of land

cover were derived in the study area. These are urban and built-up land, vegetated land, cultivated380

land, burn land, harvested land, igneous and/or metamorphic rocks, and sedimentary rocks. Most

landslides occur in sedimentary and igneous rock classified land cover classes (Fig. 6c). The annual

precipitation range is 763–896 mm. It increases from SE towards NW of the study area. The class

< 833 mm comprises 45 % of all landslides, although the area of this class covers only 25 % of

the total study area (Fig. 6d). The drainage density ranges from 0.58–2.64 and the farthest point in385

the map area from the drainage is 936 m (Fig. 6e). Areas with moderate drainage density correlate

with landslide occurrence significantly higher than the areas with low and high drainage density.
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The highest density of landslides has a distance from 300 to 400 m from the drainage network

(Fig. 6f). We classified all above-mentioned factors to use them in FR and WoE models (Table 1).

4.2 Landslide susceptibility assessment390

The LS maps have been prepared using four different models. We evaluated the predictive factors

qualitatively to select influencing factors and to enhance the prediction accuracy of the LS map.

4.2.1 Landslide susceptibility assessment using frequency ratio and weight of

evidence

The relationships between landslides and landslide prediction factors using FR and WoE models are395

shown in Table 1. The precipitation class < 833 mm yields the highest value for FR of 1.82 and

a C weight of 0.911 (Table 1). In the lithological classes, gabbro to diorite yields the highest FR

value (1.82) and a C of 0.795 while the clastic rocks class yields a FR of 1.799, and a C of 0.617.

The harvested land class yields a FR value equal to 1.353 and a C weight of 0.340, indicating

a high probability of landslide occurrence. The highest FR value (2.118) and a C weight of 0.869400

are obtained for elevations between 1701 and 1900 m. The slope class between 15 and 20◦ yields

highest FR values (1.399) and a C weight of 0.426. The distance from lineaments between 750 and

1000 m is associated to the highest probability of landslide occurrence with values for FR of 1.287

and a C weight of 0.285. Areas located 300 to 400 m (FR=1.322 and C weight=0.313), and areas

with a drainage-density between 1.25 and 1.55 (FR=1.534 and C weight=0.522) are most sensible405

to landslides.

In the case of aspect, most landslides occurred facing northeast and east where the weight of FE

is > 2, and the weight of C is > 0.86. In the case of the hypsometric integral, the class between

0.35 and 0.425 yields highest FR and C weights with values of 1.705 and 0.769, respectively. For

TWI, the highest landslide probability was determined for the TWI class > 10 with values for FR of410

1.205 and 0.214 for the C weight. Highest FR and C weight values of 1.123 and 0.152, respectively,

were obtained for the TPI<−65. Decreasing NDVI values inversely correlate with FR values in

the study area except for the lowest class. The 0.12–0.15 class has the highest FR weight of 1.268

while the C weight is 0.333 (Table 1).

We tested more than 10 different combinations of prediction factors in order to select the best415

individual combination for the FR and WoE models. The final LS maps based on the FR and WoE

models were calculated based on a total of 12 factors. The ranges of the prediction factor estimation

weights are the difference in estimation weight between the largest and smallest values of each pre-

diction factor, which can be calculated by applying the prediction model equations Eqs. (5, 7, 12,

and 14). These ranges are good indicator of the sensitivity of a factor to landslide occurrences (i.e.420

the prediction factor, which displays a wide range is more sensitive to the occurrence of landslides

than a factor with a narrow range. Figure 7a shows that lithology, slope aspect and elevation are more
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sensitive than other factors in the FR models, while the WoE model is more sensitive to lithology,

hypsometric integral and slope aspect factors. Curvature and land cover are not considered because

they decreased the model performance by decreasing the AUC of the SRC. The LS map has425

been classified by equal areas and grouped into five classes with frequency levels of 20, 40, 60, and

80 %. These are very high, high, moderate, low and safe susceptibility zones, respectively. The best

distributions of the LS of FR and WoE are shown in Figs. 8a and 6b, respectively. The FR and WoE

LS maps show that the spatial distribution are a bit similar, where 65 % of “very high” and “high”

susceptibility classes are shared between these two models.430

4.2.2 Landslide susceptibility assessment using logistic and probit regressions

1.2 % of the study area (22 734 training pixel) was used to derive the coefficients of PR and LR.

The model-building process for both LR and PR started with 16 prediction factors. The landslide

prediction factors considered in this study are shown in Table 1. In the last processing step, nine

factors were interpreted as non-significant (p-value> 0.05) and therefore excluded from the anal-435

ysis. We used the seven remaining factors (namely HI, slope, TWI, NDVI, precipitation, lithology

and aspect), which were significant (p-value< 0.05; Table 2).

In both the probit and logistic regression the lithology, the slope aspect and the NDVI appear as

the major factors controlling the landslides occurrences (Fig. 7b).

The factors with an odd ratio of more than 1 are positively related to the occurrence of landslides440

and the factors with an odd ratio of less than 1 are negatively related to the landslide occurrence.

Those factors with an odd ratio of 1, like precipitation and slope gradient factors are neutral to the

occurrence of landslides in the study area. Obtained odd ratios (Table 2), for slope gradient and

precipitation is 1; those for the hypsometric integral, TWI, the clastic and limestone lithological

classes, and the N, NE, E, SE and NW aspect directions are more than 1. Others are less than 1.445

In particular, the factor “NE aspect” has the strongest effect on the development of landslides than

any other parameter, where the odd ratio of the probit and the logistic regressions are 3.95 and 2.33,

respectively. The best susceptibility zonations obtained using LR and PR are shown in Figs. 8c and

6d, respectively. The PR and the LR LS maps show a similar spatial distribution, where 99.7 % of

“very high” and “high” susceptibility classes are shared between these two models.450

5 Discussion

GIS-based techniques are a powerful and important tool to assess and map landslide susceptibility.

In previous studies, FR, LR, and WoE methods were used either separately (e.g. Shahabi et al., 2014;

Wang et al., 2013; Pradhan and Lee, 2010; Das et al., 2012), or compared with other susceptibility

models (e.g. Ozdemir and Altural, 2013). In this study, we compared the three above-mentioned455

models to the PR model, which has never been applied for LS mapping before. Each model shows
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advantages and disadvantages. FR and WOE models prove themselves to be rather simple and easy

to apply. In contrast, LR and PR models appear more complex as the result of the data conversion

from GIS standard formats to the format required by the statistical software (Park et al., 2013). The

FR and WoE methods allow the evaluation of relationships between a dependent (landslides) and460

several independent variables (predicting factors) only in a discrete form. On the other hand, LR and

PR allow to evaluate the continuous independent variables in addition to discrete forms (Shahabi

et al., 2014; Wang et al., 2013; Schicker and Moon, 2012).

The four LS maps show a similar spatial distribution. The PR and LR models gave almost the

same results. In some areas, the FR and WoE models show significant variations with respect to PR465

and LR. This is mainly the case in the southern and western parts of the study area (Fig. 8). Only

25 % of the very high susceptibility class is shared among all models.

In order to verify the results of the four LS models, we made a comparison between them using

AUC and R index. AUCs of the of SRC plot suggest a similar efficiency for the LS maps

obtained from the PR, LR and WoE models with values of 81.86, 81.83 and 81.61 %, respectively.470

Only the FR-based LS map obtained a significantly lower AUC of 78.31 % (Fig. 9a). The PR

and LR models show almost identical SRC curves (Fig. 9a). R index values for the final

WoE map indicate that the sum of “very high” and “high” landslides susceptibility classes contains

89.42 % of the validation landslide areas, while in the final PR, LR, and FR maps it contains 86.29,

86.22, and 84.22 % of the validation landslide areas, respectively (Fig. 9b). All other zones include475

validation landslide areas< 16 %. The safe susceptibility class of the final WoE map contains 0.75 %

of the validation landslide areas (less than the final PR, LR, and FR maps). Accounting for both

prediction skills results (i.e. AUC andR index), WoE can be assumed as the best method used in this

paper followed by PR, LR and FR. The differences between the AUC for PR, LR and WoE models

are < 0.35 %, while for the R index they reach 5 % for the “very high” susceptibility class, and480

3.2 % for the “very high” and “high” classes. The PR, LR, and WoE models are comparatively

good estimators for the LS. Our results indicate that the LR model is better than the FR model. This

is consistent with previous studies (Shahabi et al., 2014; Choi et al., 2012; Park et al., 2013; Yilmaz,

2009; Lee et al., 2012). The results of this paper also agree with Suh et al. (2011) who reported that

the WoE model is better than the FR model. Indeed, the AUC of the WoE model is ∼ 3.55 % higher485

than the AUC of the FR model.

Figures 10 and 11 show measures of the uncertainty for the four LS models. The FR approach

shows lesser error than all other approaches, where the 2 standard deviations of the obtained proba-

bility estimate are less than 0.05. In all models, the measure of 2 standard deviations of the obtained

probability estimate are lower than 0.15. The FR and WoE error plots show a similar (Fig. 10a and490

b). The error is lesser in FR than WoE. In both approaches the values of the 2 standard deviations

are distributed along “bands” as a result of the discrete modelization. Some classes, especially those

that have a wide range in a small area give the highest 2 standard deviations. The banding‘bands’
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distribution is more clear pronounced in the WoE approach because this model uses a logarithmic

scale. The PR and LR give some banding as well because of that the input predictive parameters495

have discrete form. PR has less error than LR, but both approaches show similar behaviors. Highest

2 standard deviations are found for the intermediate values of the probability. According toGuzzetti

et al. (2006), the obtained estimate of the intermediate values is highly variable, and, therefore,

unreliable (Fig. 10c and d).

Figure 11 shows the sensitivity of our models to input data. For each model, the boxplot rep-500

resents the distribution of the area under the success rate curve obtained from 50 different datasets.

The PR method appears to be more sensitive to the input dataset than the other methods (Fig. 11).

Taking into account models uncertainties, the WoE appears to be the best method followed by the

PR and LR methods. The performance of the FR method is slightly lower than the others (Fig. 11).

Previous works which applied generalized linear models have only focused on LR. The PR has505

never been used before for LS mapping although many popular statistical software such as SPSS and

R include this function. The sensitivity median of the PR models is slightly better than the sensitivity

median of the LR model (∼ 0.02%; Fig. 11). The PR model yields range of the sensitivity wider

than the LR model, which sometimes gives slightly better results than the LR model. This supports

the finding of Bottai et al. (2010). Our results indicate that the PR model is a valuable approach.510

The different datasets of factor groups we tested show that the AUCs of the PR model are ±1 %

than the AUC of the LR model (Fig. 11). The “high” and “very high” classes of the R index for the

PR model are also slightly higher compared to the LR model (Fig. 9b).

The selection of the predicting factors plays a dominant role to increase the AUC of the LS map

(Carrara et al., 1995; Capitani et al., 2013a; Van Den Eeckhaut et al., 2006). Careful consideration515

of all relevant factors is required to adequately assess the weightings of factors according to specific

site conditions, especially for FR and WoE. It should be noted that the number and boundary of

classes can strongly influence the obtained results of the FR and WoE methods. The estimation

range of all four models (Fig. 7) indicates that lithology and slope aspects played major roles in

frequent landslide occurrences in the Mawat area. All models show that lithology is more effective520

than another factor. This is likely due to the variance in the cohesion and permeability of the rock

types (Ozdemir and Altural, 2013; Garcia-Rodriguez et al., 2008; Dai et al., 2001). In addition, the

slope aspect has a significant impact on landsliding because it controls the exposure to sunlight,

winds, rainfall (Yalcin et al., 2011), and vegetation cover (Garcia-Rodriguez et al., 2008).

Both the curvature and the HI are affected by the slope shape of major, medium and small land-525

slides. However, the use of HI as prediction factor instead of the curvature increased the AUC of our

LS maps by ∼ 2 %. This significant increase is related to the sensitivity of the HI values to erosional

processes (Perez-Pena et al., 2009). The HI coefficients show that areas with V-shaped valleys

or entrenched rivers are more affected by landsliding than other types of landforms. The increase

in landslides frequency is also related to the decrease of NDVI value (i.e. a lack of appropriate530
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vegetation cover). The landslides frequency is decreasing with increasing precipitation where the

precipitation increases ∼ 131 mm yr−1 to the N-NW seem to decrease the landslides frequency. It

is known that the role of precipitation as significant factor to explain landslides is strongly affected

by the landscape dynamics and geology (Yalcin et al., 2011). High to moderate slope areas

are more risky than low slope areas, independently of precipitation amounts. The same applies for535

the increased risk in areas with soft rocks compared to tough rocks. Therefore, it seems that the

influence of other factors such as lithology and morphological dynamics such as slope aspect and HI

is greater compared to the variation of the precipitation.

Combining the TPI with the other significant prediction factors also increased the AUC of FR

and WoE by ∼ 1 %. Distance to lineaments (created with TecLines, Rahnama and Gloaguen, 2014a,540

b) contributed to improve the AUC of the WoE and FR methods by ∼ 2 %. The TPI and distance

to lineaments did not improve significantly the LS maps obtained from the LR and PR models.

However, Rahnama et al. (2015) reported that including the distance to lineaments significantly

improves the detection of landslide occurrences in the northeast of Afghanistan not only in FR and

WoE but in LR methods as well.545

6 Conclusions

For the first time, PR was applied together with FR, WoE and LR to compute landslides susceptibility

maps for the Mawat area, Kurdistan Region, NE Iraq. These four methods have not been compared

before and we thus attempted to determine their accuracy in landslide susceptibility mapping. We

utilized 16 prediction factors, most of which were derived from VNIR ASTER satellite data. Two of550

them (i.e. lithology and slope aspect) have more influence than other factors in landslide occurrences.

This study also uses TPI as prediction factor in order to increase the estimation accuracy of the LS.

This paper demonstrates that the hypsometric integral yields better results than slope curvatures,

and increases the area under the curve by ∼ 2 %. The distance-to-lineaments map contributed to an

increase of the area under the curve for the FR and WoE landslide susceptibility maps by ∼ 2 %.555

This study suggests that the PR and LR models have a similar behavior, while the WoE and FR

models are close of each other. Processing steps of the FR and WoE models are relatively simple

and easy compared to the PR and LR, which need a preliminary conversion of data. Obtained re-

sults in this study indicate that the PR, LR, and WoE models are good estimators of the LS. The WoE

model has the overall highest prediction accuracy. The PR method, which we applied here for the560

first time to map LS, proved itself to be a viable alternative to other methods. It even outperformed

the LR model in terms of prediction skills (i.e., AUC and R Index), but it is more dependent to the

used dataset combinations. The error and the variability associated with the frequency ratio model

are less than other landslide susceptibility models.
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Table 1. Results obtained for the weights of evidence and frequency ratio models.

Factor Class FR WOE Factor Class FR WOE

FR W+ W− C FR W+ W− C

1 – Precipitation > 833 1.82 0.599 −0.312 0.911 8-Drainage < 1.25 0.892 −0.114 0.009 −0.123

(mm) 833–862 1.186 0.170 −0.036 0.206 density 1.25–1.55 1.534 0.428 −0.094 0.522

862–882 0.781 −0.247 0.068 −0.315 (m km−2) 1.55−1.85 1.107 0.101 −0.040 0.141

> 882 0.448 −0.804 0.298 −1.102 1.85–2.15 0.713 −0.338 0.144 −0.483

> 2.15 1.024 0.024 −0.005 0.029

2 – Lithology Clastic (sandstone, siltstone and 1.799 0.587 −0.030 0.617 9 – Aspect (degree Flat 0 0.000 0.001 −0.001

claystone) from north)

Conglomerate 0.010 −4.571 0.020 −4.590 337.5–−22.5 1.200 0.182 −0.028 0.210

Gabbro to diorite with ultramafic 2.195 0.786 −0.009 0.795 22.5–−67.5 2.079 0.732 −0.162 0.894

inclusions

Gabbro 0.168 −1.785 0.137 −1.922 67.5–−112.5 2.043 0.715 −0.150 0.865

Limestone, marble, calc schist and 1.227 0.204 −0.132 0.336 112.5–−157.5 0.700 −0.356 0.038 −0.394

clsstics

Metabasalt and basalt 1.113 0.107 −0.050 0.158 157.5–−202.5 0.211 −1.554 0.105 −1.659

Ultramafic 1.042 0.41 −0.004 0.045 202.5–−247.5 0.324 −1.127 0.098 −1.225

Water 0 0 −0.001 0.001 247.5–−292.5 0.523 −0.649 0.074 −0.723

Flood plain and valley fill 0 0 0.012 −0.012 292.5–−337.5 1.069 0.067 −0.010 0.077

sediments

3 – Land cover Urban and Built-up Land 0 0.000 0.001 −0.001 10 – Curvature (1/m) < (−3) 0.878 −0.413 0.015 −0.428

Vegetated Land 0.576 −0.552 0.091 −0.644 (−3)–(−1) 1.012 −0.129 0.020 −0.148

Cultivated Land 0 0.000 0.000 0.000 (−1)–0 1.044 −0.050 0.016 −0.066

Burn Land 0.445 0.000 0.000 0.000 0–1 1.028 −0.055 0.034 −0.090

Harvested Land 1.353 0.302 −0.038 0.340 > 1 0.898 −0.347 0.061 −0.408

Igneous and/or Metamorphic 0.934 −0.069 0.052 −0.121 11 – Plan curvature (1/m) < (−1) 1.01 −0.348 0.030 −0.378

Rocks

Sedimentary Rocks 1.279 0.246 −0.110 0.356 (−1)–(−0.5) 1.057 −0.120 0.016 −0.136

4 – Elevation (m) 663–900 1.154 0.143 −0.019 0.162 (−0.5)–0 1.046 0.001 0.000 0.001

901–1100 1.442 0.366 −0.112 0.478 0–0.5 1.004 −0.043 0.019 −0.062

1101–1300 0.856 −0.155 0.037 −0.192 0.5–1 0.899 −0.238 0.029 −0.267

1301–1500 0.259 −1.350 0.156 −1.507 > 1 0.922 −0.437 0.039 −0.476

1501–1700 0.882 −0.125 0.023 −0.148 12 – Profile curvature (1/m) < (−1) 0.865 −0.512 0.044 −0.556

1701–1900 2.118 0.750 −0.118 0.869 (−1)–(−0.5) 0.995 −0.184 0.021 −0.205

1901–2100 0.527 −0.641 0.020 −0.660 (−0.5)–0 1.055 −0.035 0.011 −0.046

2101–2360 1.206 0.187 −0.002 0.190 0–0.5 1.02 −0.034 0.015 −0.049

5 – Slope (◦) < 5 0.310 −1.171 0.041 −1.212 0.5–1 1.023 −0.093 0.012 −0.105

5–10 0.663 −0.411 0.048 −0.459 > 1 0.928 −0.284 0.030 −0.315

10–15 1.191 0.175 −0.040 0.215 13 – Hypsometric integral < 0.2 0.144 −1.937 0.047 −1.985

15–20 1.399 0.336 −0.090 0.426 0.2–0.35 0.838 −0.177 0.024 −0.201

20–25 1.135 0.127 −0.027 0.154 0.35–0.425 1.705 0.533 −0.235 0.769

25–30 0.904 −0.101 0.014 −0.116 0.425–0.5 0.952 −0.049 0.025 −0.074

30–35 0.716 −0.334 0.027 −0.361 0.5–0.6 0.638 −0.450 0.100 −0.551

> 35 0.933 −0.069 0.006 −0.075 > 0.6 1.168 0.155 −0.003 0.158

6 – Distance to < 100 1.165 0.15 −0.021 0.173 14 – TWI < 6 0.828 −0.188 0.057 −0.245

lineaments (m) 100–200 1.052 0.051 −0.007 0.058 6–7 0.919 −0.084 0.013 −0.098

200–300 1.078 0.075 −0.012 0.087 7–8 1.040 0.039 −0.010 0.050

300–400 0.893 −0.113 0.016 −0.129 8–9 1.091 0.087 −0.020 0.107

400–500 0.867 −0.142 0.018 −0.160 9–10 1.064 0.062 −0.008 0.070

500–750 1.039 0.038 −0.010 0.048 > 10 1.205 0.187 −0.028 0.214

750–1000 1.287 0.252 −0.033 0.285 15– TPI <−65 1.123 0.116 −0.036 0.152

1000–1500 0.585 −0.536 0.026 −0.562 −65–0 1.085 0.082 −0.042 0.124

> 1500 0.203 −1.596 0.015 −1.611 0–100 1.088 0.084 −0.042 0.127

7 – Distance to < 100 0.965 −0.036 0.023 −0.059 > 100 0.368 −1.000 0.092 −1.092

drainage (m) 100–200 0.961 −0.040 0.015 −0.055 16 – NDVI < 0.12 1.105 0.099 −0.026 0.126

200–300 1.035 0.034 −0.008 0.042 0.12–0.15 1.268 0.238 −0.096 0.333

300–400 1.322 0.280 −0.035 0.314 0.15–0.18 1.190 0.174 −0.053 0.228

400–500 0.855 −0.156 0.006 −0.162 0.18−0.22 0.730 −0.315 0.052 −0.367

> 500 0.499 −0.695 0.007 −0.702 > 0.22 0.489 −0.715 0.098 −0.813
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Table 2. Results obtained for the probit and logistic regressions models.

Coefficient (X) (β) Probit (β) Logistic Odd ratio Odd ratio

estimation estimation of probit of logistic

(Intercept) −2.526 −4.233

HI 0.6125 1.029 1.84 2.8

Slope (◦) 0.0012 0.0015 1 1

TWI 0.0229 0.0384 1.02 1.04

NDVI −3.4 −5.613 0.03 0

Precipitation (mm) 0.0028 0.0047 1 1

Lithology

Clastic 0.210 0.317 1.28 1.47

Conglomerate −2.939 −5.894 0.06 0

Gabbro to diorite −0.767 −1.324 0.48 0.28

Gabbro −0.769 −1.318 0.49 0.3

Limestone, marble 0.001 −0.006 1.03 1.05

Metabasalt and basalt −0.341 −0.568 0.73 0.59

Ultramafic −0.669 −1.107 0.51 0.33

Water −2.916 −5.864 0.06 0

Flood plain and valley fill −2.924 −5.873 0.06 0

Aspect (degree from north)

Flat −2.117 −4.898 0.07 0

337.5–22.5 0.629 1.014 1.88 2.76

22.5–67.5 0.845 1.374 2.33 3.95

67.5–112.5 0.682 1.102 1.98 3.01

112.5–157.5 0.169 0.271 1.18 1.31

157.5–202.5 −0.316 −0.549 0.73 0.58

202.5–247.5 −0.138 −0.23 0.87 0.79

247.5–292.5 −0.313 −0.546 0.74 0.57

292.5–337.5 0.672 1.093 1.96 2.98
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Figure 1. Tectonic map showing the location of the study area which comprises the Imbricated Zone (IZ) and

the Zagros Suture Zone (ZSZ) (Fouad, 2010; Jassim and Goff, 2006; Sissakian, 2012).
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Figure 2. Monthly precipitation in the study area based on data from 2000 to 2006 (the Agro–Meteorological

Department of the General Directorate of Research and Agricultural Extension of the Ministry of Agriculture

of the Kurdistan Regional Government).
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Figure 3. Typical examples of landslides within the study area, where (A) panorama of debris slide in the south

of Kanaro village; (B) debris slide in the south of Basne village; (C) rock fall in the north of Chwarta town.
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Figure 4. Maps of the landslide geomorphological prediction factors: (A) elevation; (B) TPI; (C) slope aspect;

(D) slope angle; (E) HI; (F) curvature. 30



Figure 5. Maps of the landslide geological prediction factors: (A) lithology; (B) distance to lineaments.

31



Figure 6. Maps of the landslide environmental prediction factors: (A) TWI; (B) NDVI; (C) land cover; (D)

precipitation; (E) drainage density; (F) drainage distance.
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Figure 7. Pyramid plot shows the ranges of the prediction factor estimation weights of (A) weights of evidence

and frequency ratio models (B) probit and logistic regressions models. Where, Lith is lithology, HI is hypsomet-

ric integral, Asp is aspect, Elev is elevation, D2L is distance to lineaments, Slp is slope, Prc = Precipitation, TPI

is topographic position index, D2D is distance to drainage, NDVI is normalized difference vegetation index,

LC is land cover, DD is drainage density, ProC is profile curvature, PlC is plan curvature, TWI is topographic

wetness index, and C is curvature.
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Figure 8. Best spatial distribution of the LS of the study area using: (A) frequency ratio; (B) weights of evi-

dence; (C) logistic regression; and (D) probit regression.
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Figure 9. (A) SRC plot evaluation of the four models. LR and PR curves gave similar results and are super-

imposed. (B) Bar graph showing R–index in different susceptibility classes.
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Figure 10. Landslide susceptibility model error. The graphs show the mean value of 50 probability estimates

(x-axis) against two standard deviations of the probability estimate (y-axis) for: (A) frequency ratio; (B) weights

of evidence; (C) logistic regression; and (D) probit regression.
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Figure 11. Sensitivity analysis using validation dataset for 50 landslide susceptibility estimates for each of

frequency ratio; weights of evidence; logistic regression; and probit regression.
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